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Abstract

In this paper we prove that in modules, MS-measurability (in the
sense of Macpherson-Steinhorn) depends on being able to define a measure
function on the p.p. definable subgroups. We give a classification of
abelian groups in terms of measurability. Finally we discuss the relation
with Q[t]-valued measures.

1 Introduction

A structure M is MS-measurable (in the sense of Macpherson-Steinhorn) if one
can definably assign an (N-valued) dimension and an (R-valued) measure to each
definable set in M. This assignment must obey some basic axioms [Definition
2.2]. The expression measurability in a mathematical context carries with it a
lot of baggage and nuance, so we prefer to refer to this notion of Macpherson
and Steinhorn as MS-measurability.

The motivating examples of MS-measurable structures are pseudofinite fields
(or ultraproducts of finite fields). In [6] Macpherson and Steinhorn generalise
from the specific case of finite fields, developing a notion of dimension and mea-
sure for definable subsets of finite structures. A one-dimensional asymptotic
class is a collection of finite L-structures [Definition A.3], for some language
L, to which one can assign (in a definable way) a dimension d and measure
w such that for any formula ¢(z,y) € L and tuple a of M of suitable length,
|p(M™,a)| — u|M|?| < C|M|?= =, where M is any finite structure in the collec-
tion, and C' a positive constant.

In [3] Elwes and Macpherson develop the more general notion of an N-
dimensional asymptotic class. They prove any ultraproduct of an N-dimensional
asymptotic class is MS-measurable. As well as finite fields, finite cyclic groups
are also an example of an asymptotic class, and therefore ultraproducts of finite
cyclic groups are MS-measurable (this is used in Section 4). However, it is
not the case that all MS-measurable structures are ultraproducts of asymptotic
classes. We know, for example, that vector spaces are MS-measurable in this
sense. Any MS-measurable structure is supersimple of finite SU-rank, in fact
the dimension behaves essentially like SU-rank.

*Supported by EPSRC (Doctoral training grant). This is part of the authors Ph.D. thesis
under the supervision of Anand Pillay.



In this paper we consider MS-measurability in the case of modules, which
are stable, and therefore MS-measurable modules are superstable. It is well
known [7] that in modules every formula is equivalent to a Boolean combination
of positive primitive (p.p.)-formulas [Definition 2.6]. In Section 2 we recall
some of the main facts of the model theory of modules, as well as introducing
MS-measurability in detail. In Section 3 we use these facts to show our main
result [Theorem 3.1] that MS-measurability of a complete theory of modules
relies entirely on properties of the subgroups defined by p.p. formulas without
parameters.

In Section 4 we restrict our attention to abelian groups (or Z-modules)
and classify the MS-measurable abelian groups. We also remark that the MS-
measurable abelian groups are precisely the pseudofinite abelian groups, where
a pseudofinite structure is one which is infinite and elementarily equivalent to an
ultraproduct of finite structures. Section 5 makes connections with the notion
of Q[t]-valued measures on Boolean combinations of cosets of Z™ defined in [1].

The author would like to thank Anand Pillay for his support and patience;
Gareth Boxall for reading an earlier version of this paper; special thanks is also
due to Dugald Macpherson and Mike Prest for a detailed reading of a version
of this paper and making very useful suggestions.

2 Preliminaries

Throughout, unless otherwise specified, T is a complete theory in signature L,
M a model of T.

2.1 MS-measurability
Definition 2.1. Def(M) is the set of definable (with parameters) sets in M.

In [3] Elwes and Macpherson give the following definition (which is equivalent
to the original definition in [6], but drops the assumption of finite D-rank).

Definition 2.2. An infinite L-structure M is MS-MEASURABLE if there is a
function h : Def(M) — NxR>U{(0,0)} (we write h(X) = (dim(X), meas(X))
such that h satisfies the following:

1. For each L-formula (%) there is a finite set D, C N x R>9U {(0,0)}
such that for all a € M™ we have h(p(M™,a)) € D.,.

2. If o(M™,a) is finite then h(p(M™,a)) = (0, |p(M™, a)|).

3. For every L-formula ¢(Z,y) and all (d,p) € D, the set {a € M™ :
hp(M™,a)) = (d,p)} is D-definable.

4. (Fubini) Let XY € Def(M) and f : X — Y be a definable surjection.
Then there is anr € w and (d1, f11), .- (dy, 1) € N x RZOU{(0,0)} such
that if Vi = {g € Y : h(f~1(y)) = (ds, pus)} then Y = Y1 U..UY, is a
partition of Y into non-empty disjoint definable sets.

Moreover, let h(Y;) = (e;,v;) for i € {1,...,r} and ¢ := Mazx{d; +
€1, ..., drte.}. Suppose that this mazimum is attained by di+eq, ..., ds+eg
for some s <r. Then h(X) = (c,pu1 - v1 + ... + s - Vs).



If X € Def(M) and h(X) = (d, u), we call d the MS-DIMENSION of X and
1 the MS-MEASURE of X, and h the MS-MEASURING FUNCTION.

Remark 2.3. 1. If M is MS-measurable, then every N = Th(M) will be MS-
measurable (by clause (iii), see 3.7 in [3]). So we call a complete theory T
MS-measurable if it has an MS-measurable model.

2. Any sets in definable bijection will clearly have the same MS-dimension and
MS-measure (clause(iv)).

Remark 2.4. Suppose X is a definable set in an MS-measurable structure.
Then dim(X) = 0 if and only if X is finite.

In [6] (Theorem 5.7) the following is proved. Note that in the first clause
x is a single variable. This reduces the number of cases we need to consider in
Theorem 3.1.

Theorem 2.5. Let h : Def(M) — NxR>°U{(0,0)} with h(X) = (dim(X), meas(X))
satisfy the following:

(i) For each L-formula ¢(x,y) there is a finite set Dy C N x R>0, such
that for all a € M™ if ¢(x,a) # O we have h(¢(M,a)) € Dy. For each
(ng, ;) € Dy the set {y: h(¢p(M,y)) = (ni, pi)} is O-definable in M.

(ii) For eachn € w and a € M™ we have h({a}) = (0,1).
(i) For alln € w, and all disjoint definable sets X1, Xo C M™ we have that:

meas(X1) + meas(Xa) if dim(X;) = dim(Xs)
meas(X1 U Xz) = ¢ meas(X1) if dim(X1) > dim(X3)
meas(Xz) if dim(X1) < dim(X3)

(tv) For eachn € w and i € {1...n} the following holds:
Let X C M™ be definable, m1 : M™ — M be the projection onto the
ith co-ordinate. Suppose there is a (d,p) such that Ya € m(X) we have
h(r=Y(a) N X) = (d, n). Then dim(X) = dim(n(X)) +d and meas(X) =
meas(m(X)) X u.

Then M is MS-measurable.

2.2 Model theory of modules

Throughout, unless otherwise specified, M is a left R-module over a ring R and
L =Lgr={+,0,r},¢cr is the language of left R-modules.

Definition 2.6. POSITIVE PRIMITIVE (P.P.) FORMULAS (without parameters)
are formulas of the form 3y (V1 (T, )A...ANY(Z, §)) where ;(Z,7) are atomic for-
mulas. In_the language of modules these are of the form Jwy....wy A;’;l(Zrijvi—F
Ysjjw; = 0) where 15, 15 € R.

Remark 2.7. The set of p.p. formulas is closed under conjunction (up to logical
equivalence).



Remark 2.8. 1. Let ¥(Z) be a p.p. formula (without parameters) in the
language of modules. Then (Z) will define a subgroup of M™ (where n is
the length of T). We call the subgroups these define P.P. SUBGROUPS in
M.

2. Let ¥(Z,y) be a p.p. formula (without parameters) in the language of
modules. If a € M™, then ¥(Z,a) if non-empty will define a coset of
¥(,0).

3. Let f : X — Y be a surjective function such that f (i.e. its graph), X
and Y are all p.p. definable without parameters. Let §y € Y. Then

(a) f~1(y) is a coset of f~1(0) = ker(f) (by 2.). So f is in fact a
homomorphism.

(b) Suppose M is MS-measurable. Then Remark 2.3(2) gives that all
cosets must have the same MS-dimension and MS-measure. That
is to say, for j € Y, h(f71(g)) = h(f71(0)) and Y = {g € YV :
h(f71(®)) = h(ker(f))}.

Definition 2.9. Let ¢1(Z) and ¢2(T) be p.p. formulas defining p.p. subgroups
G and H respectively. The value of |G : H N G| will depend on which complete
theory of modules we are working in. An INVARIANT SENTENCE is one which
expresses a fact of the form |G : HNG| < m, where H and G are p.p. subgroups
of M™ and m a positive integer. These are first order sentences, and therefore
if we work in a complete theory we fiz which invariant sentences are true.

Theorem 2.10. (Baur, Monk, also see [7], [5]) In the language of left R-
modules for every formula ¢(T)(without parameters) of L there is a formula

(&) which is a boolean combination of p.p. formulas and invariant sentences
such that = ¢(Z) < ¥(T).

Note: If T is a complete theory then the invariant sentences are fixed, so
every formula is equivalent to Boolean combination of p.p. formulas. If we
allow parameters in the formulas we get that every definable set is equivalent
to a boolean combination of cosets of p.p. definable subgroups.

Remark 2.11. All definable (with parameters) sets in M are defined by for-
mulas of the form:

\ @i0l@, o) A (N ~665(,53)))

i=1 j=1

where ¢;;(Z,y) are p.p., and M = ¢i;(Z,a:5) = ¢io(T, aio) for all j.

3 Results and Proofs

Let Def, . (M) be the set of subgroups defined by p.p. formulas (without
parameters).



Theorem 3.1. Let M be a module. Suppose we have a function
hy : Def,, (M) — N x RZ°U{(0,0)}
such that the following hold:
(a) If | X| is finite, then h,(X) = (0,]|X]).

(b) For XY € Defp, (M), and f : X — Y a surjective 0-p.p. definable
homomorphism, if h,(Y) = (d, 1) and hy(ker(f)) = (e,v) then hy(X) =
(d+e,pv).

(c) Let X and Y be p.p. subgroups with X DY, with hy,(Y) = (d,v). Then

1. If | X : Y| =n <w then hy(X) = (d,n - v).
2. If |X Y| is infinite then h,(X) = (d', V') for some d' > m.

Then h, extends uniquely to an MS-measuring function on the whole of Def
(M).

Proof: The proof of this theorem is rather long, so we begin by summarizing
the main steps, highlighting the main difficulties.

(1) Step one is to assign an MS-dimension and MS-measure to all definable
sets. We do this by using the description of definable sets given by Re-
mark 2.11. The difficulty here is to give a coherent MS-dimension and
MS-measure to sets defined using disjunctions. We introduce the idea of
islands of co-measurability, and their building blocks, to deal with this.
The aim is then go on to show that this assignment obeys clauses (i)-(iv)
of Theorem 2.5, thereby showing that the assignment does in fact give an
MS-measuring function.

(2) Step two is to remark that (ii) and (iii) of Theorem 2.5 are obvious from
the way we assign MS-dimension and MS-measure.

(3) Step three establishes clause (i), i.e. we show firstly that for each formula
¢(x,y) the set {h(¢(z,a)) : @ € M"} is finite, and secondly this assignment
is (-definable. We do this by reducing to formulas containing a single
island of co-measurability, and use a result from [4].

(4) Finally, in step four, we show clause (iv) of Theorem 2.5. The way this is
stated allows us to reduce to the case where the function is a projection
with fibres of constant MS-measure. We further reduce to considering
projections of definable sets containing a single island of co-measurability,
the result then follows from a simple counting argument on indices of
building blocks. The steps in the proof refer to the ones given in this
paragraph.

Before we begin the proof we need to fix some conventions for definable sets.
For an L-formula ¢ (Z, y) and tuple @ from M of appropriate length we use the
following notation:



X = UX’ = U(Xzo \ (Xi1 U Usz))

=1 =

Note: The X;;’s are dependent on a, whereas the K;; are not. By Remark
2.11 every formula will be equivalent to one of the appropriate form, so we
can use this notation for every definable set X. Also, by the same Remark,
Xi; € Xio.

In the following we will let h, = (dim,, meas,). For a p.p. subgroup X,
dim,(X), meas,(X) will be referred to as p-dimension and p-measure respec-
tively.

Islands of co-measurability

It will be convenient for our analysis to separate definable sets into “islands

of co-measurability”.

Definition 3.2. Suppose we have the definable set X = |J;_o(Xio \UjL, Xij) =
Uiy Xi. and suppose that dim,(K;o) = dimy(K,o) for all 0 < i, < n. Con-
sider the equivalence relation on the Xy ’s defined by X; ~ X, if dimy,(K;o N
K,0) = dimyp(K,o); that is the K;p are “co-measurable”. We will refer to the
union of the elements of an equivalence class of this relation as an ISLAND
OF CO-MEASURABILITY. For an island of co-measurability X' = Ufitl(Xio \
UjL,Xij), with the additional condition that dimy,(Ki;) = dimy(Kt,o) for all
t1 <i<ty, 1 <j<mny (ie all K;j’s have the same p-dimension), we will call
K = ﬂivj K;; the BUILDING BLOCK for X'. Note that a building block is a p.p.
definable subgroup.

Remark 3.3. 1. The equivalence relation is defined on the p.p. subgroups
K. This means that the parameters in the § variable play no role.

2. KioN Kjo is a p.p. subgroup, therefore dim, is defined on it.

3. By definition the intersection of two islands of co-measurability has lower
dimension.

Index
It will be convenient to extend the index function from subgroups to arbitrary
(parametrically) definable sets in the following way:

Definition 3.4. Let X be a definable set, K a p.p. subgroup. Define:

if X is empty
t  if t is the least positive integer such that
t cosets of K cover X
oo otherwise

| X : K| =



Remark 3.5. If X' is an island of co-measurability, K its building block, then
| X" : K| will always be finite.

Step one:
We assign values for an MS-measuring function h on a definable set X. A
definable set X will be one of the following:

e Empty set: This is given MS-dimension 0 and MS-measure 0 (i.e. h(f)) =
(0,0)).

e Coset: For X a non-empty coset of a p.p. subgroup K, define h(X) =
hp(K).

e A single disjunct: Suppose X = X7 = X0\ (X11 U .... U X1,,,). We can
assume that none of the Xq;’s are empty. Suppose K11, ..., K1¢ have finite
index in Kjo, and K1), -+, K1n, have infinite index in Kjo. Define:

meas(X) = meas(Xi9) + EAQ{L”,,t}meas(ﬂieAXli)(—1)‘A|

Remark 3.6. We know meas(N;caXi;) because the intersection of two
cosets H + a and G + b is either empty or a coset of HNG. As in this
case H and G are both p.p. definable, H N G will also be p.p. definable
(Remark 2.7).

e Disjunctions: Let X = Ul ; X, with n > 1, and suppose max{dim(X;)}; =
dim(X1) = ... = dim(X), for suitable . We define h(X) = h(U!_, X;), es-
sentially disregarding any disjunct of lower MS-dimension. For the follow-
ing we can therefore assume that for a given definable set X the disjuncts
all have the same MS-dimension.

— One island of co-measurability:
Suppose X = |, X; = U/, (Xio\Xi1...-Xin,), and that it defines a
single island of co-measurability (this would include an assumption
that all the K;o have the same dimension). Define:

dlm(X) = dimp(Kl(])
meas(X) = Sacq,...nymeas(NkeaXp) (~1)141H)

Note: We have already defined meas(NgeaXk) as Nrea Xy is a for-
mula equivalent to a single disjunct formula(or the empty set).

Remark 3.7. If K is a building block for X then

meas(X) = |X : K|meas,(K)

— Pinite disjunction of islands of co-measurability: Suppose X = UM | X,
where each X7 is an island of co-measurability. Recall we are assum-
ing that dim(X') = ... = dim(X™) define



h(X) =h(lJ x7)
i=0
= (d,%t_;meas(X")).

Remark 3.8. This assignment is well defined. Suppose ¢(%,a) and (z,b) de-
fine the same set. They will clearly contain the same islands of co-measurability.
It is therefore sufficient to remark that the assignment is well defined for two
different formulas defining the same island of co-measurability (note the building
blocks given by two different formulas may be different). This is clear by index
considerations on K1 N Ko, and Remark 3.7, where K1 and Ko are the building
blocks given by ¢(z,a) and (Z,b) respectively.

Remark 3.9. We may assume, by clause (¢) and the way h is defined , that
for a definable set X :

1. The X;;’s are all non-empty (for all i, j).
2. | X0 : Kij| are all finite (for all i) (i.e. dim(X;0) = dim(X;;)).
3. dim(Xio) = dim(X1o) = dim(Xy;).

In the following we assume that X is of the form described in Remark 3.9.

Step two:

It is clear that (ii) and (iii) of Theorem 2.5 hold of this assignment.
Step three:

Firstly we need to show that for every definable set 1 (z, ) = U;_(¢io(M, )N
N, —bi;(M, 7)) we have a finite D, € NxR>? such that Va € M™, h(¢(z,a)) €
Dy.

Remark 3.10. We may reduce to considering formulas 1 (x, ) such that 1(x,0)
defines a single island of co-measurability. This is because the MS-dimension
and MS-measure of a definable set is determined by the MS-dimension and MS-
measure of its islands of co-measurability, and these are defined independently
of parameters. So, we can assume all the disjunctions in 1(x,0) define “co-
measurable” sets.

Suppose ¢(z,0) defines a single island of co-measurability, all the ¢;;(z,0)
have the same MS-dimension, and therefore the corresponding building block
K = (;; #:;(M,0) is such that | Uiy ¢i(M,0) : K| = k; (k; finite). The
possible values for h(¢)(M,a)) are:

1. (0,0) if M |= —3xy(z,a)
2. (dim(¢poo(M,0)),m x meas(K)), where m is an integer, 1 < m < ¥;k;.

This is because ¥(M,a) is the union of up to ¥;k; cosets of K, ie., ,
|v(M,a) : K| = m < 3;k;, by Remark 3.9 meas(¢)(M,a)) = m x meas(K).
This gives a finite number of possibilities for D,.

Definability: We want to show that for any formula ¥ (z,7) and any (d, u) €
Dy, the set {g : h(¢p(M,y)) = (d, )} is O-definable in M. By Theorem 2.5(i) we
can disregard the case where (M, ) is empty (this case anyway is obviously



definable by the formula —=3Jzd(z, 7)).

Case 1: (M, §) is p.p.
If (M, a) is non-empty, then (M, a) is a coset of 1(,0), and h(y(M, a)) =
B((M,0)). Then {5 : h((M,5)) = h($:(M,0))} is defined by 3x(y(z, 7).

Case 2: 1#(%?) = ¢0($7g) A (/\:11 ﬁ(bz(xvy)) B

For i =1,...,m, recall that K; = {z € M : M = ¢;(,0)} and L = N2, K.
We may assume |Ky : K;| is finite for all ¢ = 1,...,m. So |Ky : L| is finite.
For a € M of appropriate length define X! = {x € M : M | ¢;(z,a)}, and
X, =U", Xi.

Recall that we are assuming ¥ (M, a) to be non-empty, and therefore ¢o (M, a)
non-empty. For any a € M, h(y(M,a)) will depend on | Xz : L|. If we let
| Xz : L| = kg and h(L) = (d, ), then h(d(M,a)) = (d, (k—ka)p). We therefore
need to find (-definable conditions on 3 for |J", ¢;(M,y) : L| = ky.

We know from the “easy counting lemma” in [4] that as X2 C X3, and X5
is the union of the X¢ the following holds:

Saci, mp (DA Niea X2 L] = | X - K|

So it is enough to find (-definable conditions for determining | N;en X : L|.
This is determined by whether the intersection, N;ea X7, is empty. That is to
say if @, b are such that both N;ea X # () and NieaX} # 0 then | Niea X7 :
L| = | Niea Xé : L|. This is because they are both cosets of N;ea K, a p.p.
subgroup.

Clearly ;cp X = 0 is a (-definable condition. So for any ¢ € N we have
(-definable conditions determining when |Xj : L| = t, hence (-definable condi-

tions determining h( (M, 7)).

Case 3: One island.

Remark 3.11. First note that if a formula ¥ (x,a) with no redundant (i.e.
empty) disjunctions has only one island of co-measurability then any “trans-
late” of it (x,b) will have at most one island. This is because ~ was defined
independently of parameters. It therefore makes sense to consider definability
for formulas with one island of co-measurability.

Let v (x, ) be such that ¢(x,0) contains a single island of co-measurability,
K;j as above, and X = 9(x,a). Also suppose that the building block for this
island is K, and h(K) = (d, ). Recall that K will always have finite index in
X, therefore, h(X) = (d,|X : K| - p). As above this is determined by which
intersections of the X;; are empty, which is an (-definable property. An explicit
proof of this would work in exactly the same way as case 2.

Case 4: Finite disjunction of islands.

Suppose for some a our formula 9 (x,a) contains at least two islands of co-
measurability, and that these are defined by ¢;(x,a) for ¢ € {1,...,n}. Then for
allb € M™ and i # j, dim(;(z,b)AY;(z,b)) < maz{dim(i;(z,b)), dim(1;(z,b))}

unless they are all empty. So the dimension and measure of ¥ (z, b) is determined
by the dimension and measure of the non-empty v;(x,b). This is definable by



Case 3.

We give some examples to demonstrate how this we find ¢(7) in some explicit
cases:

Examples: 3.12. a) Suppose that ¥(x,§) = ¢o(x,7) V ¢1(x,§), where ¢;(x,y)

are p.p., and that dim(gg(x,0) A ¢1(z,0)) = dim(gpo(z,0)).

Define K; =

$i(M,0). Suppose that h(K;) = (d,p;) and that h(Ko N K1) = (d,p2). Let
X; = ¢;Mzx,a). Then XoU X1 will have one of the following forms:

h(Xo UX;y)
1) Xo,X1=0 (0,0)
2) Xo=0, Xi#0 (d, )
3) Xo, X1 #0, (d, po + p1)
XiNXy=10

4) XoNX; #0

(d, pro + p1 — p2)

0—def formula

ﬁﬂ.’L‘(b()(fE, ﬂ) A =3z (:L‘7 g)

—Axdo(z,y) A Jxd (z,7)

31’¢0(£L’, g) A Elx¢1 (‘T, y)

A=3z(po(z,9) A 1 (2, 7))

Fx(po(z,9) A ¢1(2, 7))

b) Take the formula ¥ (z,§) = (doo(x, ) A—do1(x,§))Vd10(z,§), suppose this
defines a single island with building block K. Let |K;j : K| = l;;, |Koo N K1 :
K| =t, and let meas(K) = p. Then (Xoo\Xo1) U X10 will have one of the
following forms:

Xo00, X10=10
Xoo # 0
X10, X1 =10
Xoo, Xo1 # 0
X0 = ]

Xo0, X10 # 0, Xo1 =0

Xo0, Xo1, X10 # 0
X0 N Xo1,X10 N Xgo =0

Xo0, Xo1, X10, X10 N Xoo # 0

XloﬁX()l == @

Xo00, Xo1, X10 # 0
Xi10 N Xo1, X10 N Xgo # 0

(d, (loo — lov
+lio)pt)

(d, (loo — lor
o — t)p)

(d, (loo — lo1
+l10 + 1))

10

0—def formula
—3zpoo(z, ) A =Fzd10(T, J)

Jzoo(z,y) A ~Frdio(x,y)
/\_EL’EQS(H(.’E, Zj)

3-Z‘¢00 (l‘, g) A —\3$¢10 (l‘, g)
/\3$¢01($, :lj)

See 3.12 a)

Jxpoo (.’17, g) AN 3$¢10($, g)
/\3$¢01($, g)

A=3z(¢10(2, §) A dor (2, 7))
A=3z(doo (T, J) A ¢10(z,Y))

Fz(doo(z,7) A p10(x, 9))
A=Fx(d10(z,9) A ¢o1 (2, 7))

3z(p10(, 9) A do1(x, )



Step four:

It remains to show Theorem 2.5(iv). Define ¢(Z,a), K;;, X;j, X as above.
Let 7 : M™ — M be the projection onto the i'" co-ordinate (note this is a
p-p- deﬁnable function defined on M™). The way condition (iv) of Theorem
2.5 is stated allows us to assume that all the fibres of 7 restricted to X have
the same MS-dimension and MS-measure. Let m(X) = Y so we have that
hrty) N X) = (d,p), ¥y €Y.

Lemma 3.13. We can reduce to considering definable sets X with a single
island of co-measurability.

Proof of Lemma: Suppose that X = X' U...U X", where X’ are islands of
co-measurability. We assume that the desired result holds for single islands of co-
measurability (i.e. the X*), and show the the result holds for the whole set (i.e.
X). We can therefore assume, by considering the definable set m(X%) N 7(X7)
in 7(X?), that the following holds for each i and j:

dim(r M (m(X) N7(X7)) N XY = dim(n( X)) Nw(X9)) + dim(r (y) N X")
meas(n ™ (r(X") N 7(X7)) N X)) = meas(n(X") N7(X7))ymeas(m~(y) N Xzi)-)

We may assume that the X are disjoint, and if the 7(X?) are also all disjoint
the result is clear. We assume that this is not the case. Let K; be the building
block of X% and Y; = m(K;). Note that as X is a finite union of cosets of K;,
7(X?) is a union of cosets of Y;. If the m(X?) are not all disjoint, then there is
some i # j such that 7(X*%) N7(X7) # 0. For simplicity we will assume that
i =1, j = 2 and that no three m(X?) intersect (the general case follows from
this case). By a dimension argument 7(X*) N7 (X?) is covered by finitely many
translates of Y7.

Claim: Suppose |J;~ (Y1 + a;) 2 w(X') N w(X?) is the sparsest covering of
7(X1) N7 (X?) by cosets of Y7, (i.e. each (Y1 +a;)N(7m(X ) Nm(X?)) # 0), then
(XY N r(X%) = Ul oY1 + ).
Proof of Claim: Suppose y € [J;~ (Y1 + ar) \ (7(X1) N 7(X?)).

Note that as 7(X1!) is a union of cosets of Y71, (Y1 + a;) C m(X1) for all t =
0,...,msoy € m(X). Without loss of generality let y € 7(X!)\ (m(X!)N7(X?)).
Therefore:

(dim, meas) (7~ (y) N X) = (dim, meas)(r ' (y) N X1).

There is a coset (Y1 + a;) which contains both y and a member 3’ of (X)) N

7(X?). So,
(dim,meas) (7~ (y') N X1 # (dim, meas) (7~ (y') N X).

By our assumptions that all fibres have the same dimension and measure in X
we have:

(dim, meas) (7~ (y) N X) = (dim, meas)(r ' (y') N X).
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Now as y, and 3’ are both in (Y] + a;) their fibres will intersect the same cosets
of K. Therefore:

(dim, meas) (7~ (y) N X)) = (dim, meas) (7~ (y') N X1).
However, putting these together, we get:
(dim, meas) (7~ (y) N X) = (dim, meas)(7r~* (y) N )
= (dim, meas) (7~ (y/
# (dim, meas) (7~ (y') N X),

which is a contradiction, yielding the claim.
Therefore (X)) Nm(X?) is a union of cosets of both Y7 and Ya, i.e. w(X1)N

W(Xz) = Uio(yl +ar) = UT:O(YZ + bs).

We can treat 7(X!) \ 7(X?), 7(X?) \ 7(X?!) and 7(X!) N 7w(X?) as disjoint
sets. It is therefore sufficient to show that we have the desired result for
y € m(XY) Nw(X?):
dim(r M (m( X)) N7(X?) N X) = dim(r(XY) N7(X?)) + dim(7(y) N X)
meas(ﬂfl(ﬂ(Xl) N 7T(X2>) N X) = meas(m(X ) N W(Xz))meas(ﬂ 1(y) NX)

Note that as X! and X? were assumed to be disjoint::

dim(x = (y) N X) = dim(r~" (4) 1 X"
meas(n~(y) N X) = meas(r(y) N X') + meas(r (y) N X?)
So, using (T), we have that:
dim(r ™ (n(X") Nw(X?)) N X) = dim(n~ (7(X') N 7(X?)) N X1
= dim(m(X") N7 (X?)) + dim(n "
= dim(m(X") N7(X?)) + dim(7(y) N X)

meas(n (r(XY) N7(X?) N X) = meas(rH (r(XY) nw(X?)) N X1
+ meas(mH (n( XY N 7w (X?) N X?)
= meas(m(X') N7(X?))meas(7—*(y) N X*1)
+ meas(m(X1) N7(X?))meas(7 ™ (y) N X?)

= meas(m(X') N7 (X?)
(meas(r™" (y) N X") +meas(n~ (y) N X?))
= meas(n(X"') N 7(X?))meas(n~ (y) N X)

Hence as we can split X into similar disjoint pieces for all its islands we have
shown that we can reduce to looking at single islands of co-measurability. We
have not showed how to remove the assumption that no three images of island
X' intersect. This is tedious, but not difficult, and involves the same arguments
as the above, with more complicated intersection considerations.

Now suppose we have a definable set X which is a single island of co-
measurability. Let K be the building block for X. Consider the projection

12



m restricted to K, call this «’, and let 7/(K) = Y’ (a p.p. subgroup). Now as
K, Y’ and 7’ are all p.p. definable we have (by clause (b)):

(dimy,, meas,)(K) = (dimy,(Y') + dim,(ker(")) meas,(Y")meas,(ker(n'")))

K has finite index in X and we may assume (by the way Theorem 2.5 is stated)
fibres of m on X are of constant MS-dimension and MS-measure. Each fibre
7 1(a)N X, (a € Y, where Y = (X)) must be covered by a constant (finite)
number, m say, of translations of ker(n’). We therefore have that dim (7~ (a) N
X) = dim(ker(n")) and meas(m~1(a) N X) = m x meas(ker(r’)). Similarly,
[Y : Y| must be finite (in fact |Y : Y| < |X : K| ), so dim,(Y') = dim(Y').
Hence,

dim(X) = dimy(K)
= dim,(Y") + dimy,(ker(7"))  (by clause (b) in 3.1)
= dim(Y) + dim(r=*(a) N X)

Claim: Suppose |Y : Y'| = n (i.e. meas(Y) = meas(Y’) x n). Then X is
covered by mn cosets of K, where m = |(7~*(a) N X) : ker(z')].

Proof: Each of the m translates of ker(n’) that cover (7~!(a) N X) will map
to the same coset of Y/ in Y (i.e. the one that contains a, call this Y). Also
if o is contained in a translate of K whose intersection with 7=!(a) N X is not
empty (but z not necessarily in 7=!(a) N X), then z will also be mapped to Y,
[a projection of a coset of K is either empty or a coset of the projection of K,
i.e. Y’ ]. There are n such cosets of Y’. So m X n translates cover X. Then:

meas(X) = (mn)measy(K)
= (mn)meas, (Y )meas,(ker(z'))
= (n)meas,(Y')(m)meas,(ker(n’))
= meas(Y)(meas(m~1(a) N X))

So by Theorem 2.5 M is MS-measurable, using measure function h. The

extension from hy, to h is clearly unique.
|

Remark 3.14. We know (Lemma 3.3. in [3]) that if Y is a definable subgroup
of an MS-measurable module M with MS-measuring function h, then:
h(JY + ) = (dim(Y),n x meas(Y))
i=1
where (Y + a;) are disjoint cosets of Y. We therefore have that any MS-
measuring function on modules fulfils clauses (a)-(c) of Theorem 3.1. From
this we can conclude that a module M is MS-measurable if and only if it has

such an MS-measuring function on p.p. definable sets (as described by clauses
(a)-(a) in Theorem 3.1).

Corollary 3.15. If M and N are both MS-measurable modules then so is M &
N.

Proof: By 3.1 it is enough to look at the p.p. definable subgroups and func-
tions of M @ N. We have measuring functions:

har : Def(M) — N x R0 U {(0,0)}
hy : Def(N) —s N x R0 U {(0,0)}

13



Suppose ¢(z) is a p.p. formula. The subset of (M @ N)™ ¢(Z) defines will
be of the form My @ Ny where My = ¢(M) and Ny = ¢(N) are p.p. definable
subsets of M™ and N™ respectively (See Chapter 2 of [7] for explanation). We
need to define hy, : Def, , (M & N) — N x RZ°U{(0,0)}. Suppose hy(M,) =
(de,mMW) and hN(NLp) = (de,me). Define:

hp(My & Ny) = (dp, +dn,,mar, - mn,)

It is obvious that this will fulfil clause (a) and (b) of Theorem 3.1. Let us
therefore deal with (c). Suppose that X,Y are p.p. subsets of M @ N defined
by ¢ and ¢ respectively (i.e. X = My ® Ny and Y = My @ Ny). Firstly suppose
|X : Y| =n, then |My : My| =nq and |Ny : Ny| = ne with n = nins. So,

dzmp(X) = d’LmM(Mw) + dimN(Nw)
= dzmM(M¢) + dsz(N¢)
= dim,(Y)

Similarly meas(X) = n x meas(Y).

Secondly, suppose |X : Y| is infinite, then either |My : My| or |Ny : Ny| is
infinite. Therefore either dima;(My) > dima (My) or dimpy (Ny) > dimy(Ng),
so we have that dimps (My) + dimy(Ny) > dima (My) + dimy (Ng), therefore
dim,(X) > dim,(Y).

So by Theorem 3.1 M @& N will be MS-measurable.

([l
Corollary 3.16. Let N be an MS-measurable module. Suppose M is a p.p.
definable (without parameters) submodule of N™. Then M, in the language of
modules, is MS-measurable.

Proof: Suppose N has MS-measuring function hy. We may use this as an
appropriate MS-measuring function on M. By Theorem 3.1 we need only check
p.p. subgroups in M. Consider a p.p. formula ¢(Z) where T = w1, ..., T, this
will define the same set in M as Ai_; d(yi, -, Ysn) Njy (Y], ¥} € M). This
is a p.p. formula in N, so the result follows using the MS-measuring function
Bar(6(2)) = A (A—y S0l ey i) A AT (U ooy € M)).

4 Classification of Abelian Groups

In the following A will always be an Abelian group, n € N, p and ¢ are prime.

Also:
Z(n) will be the cyclic group with n elements

Z(p°°) will be the p-Priifer group.
Zp) will be the p-adic integers
@Q will be the rationals.

The theories of Abelian groups have been classified completely (see Fact 4.1).
In this section we use this classification to determine which Abelian groups are
MS-measurable and which are not.

Fact 4.1. From Szmielew [8] we know that the complete theories of Abelian
groups are of the form:

Th( @ [Bus0Z(p") e & Z(p=)r & 2] © Q)

p prime
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where Ky n), Aps fip, are cardinals < w, v € {0,1}.

Two abelian groups are elementarily equivalent if and only if they have the
same Szmielew invariants (these are just the invariant sentences discussed in
section two, Definition 2.9). In Abelian groups these have a particularly nice
characterisation (see Appendix A.4., [5] or section 2.Z in [7] for details). We use
this characterisation to check that certain ultraproducts of finite abelian groups
are elementarily equivalent to particular infinite abelian groups.

The reader should note that from now on we will consider abelian groups
up to elementary equivalence. We therefore use the notation for the group to
denote its theory. For this chapter it will be convenient to write abelian groups
as follows:

DierZ(p")"™ Bjes L) Brex LOR)™ Drer 2y, ©Q

where k;, n;, m; are finite, Ay, f; are cardinals < w, v € {0,1}.

Remark 4.2. We know from [6] that any Abelian group with infinite U-rank is
not MS-measurable. The following groups are therefore not MS-measurable:

Z(p>)~

L(Up)
Djes Z(p?”)“, where J infinite.

@icr Z(p;*)"*, where some prime appears infinitely often,

i.e. for some prime q, {i: p; = q} is infinite.

Note: Any direct sum of Abelian groups with any of the above will also have
infinite rank.

Example 4.3. We know [6] that any ultraproduct of finite cyclic groups is MS-
measurable. Hence Q, Z(p™) © Z,y and Z(p)* are all MS-measurable.

Remark 4.4. Any finite abelian group is MS-measurable. This is because any
finite cyclic group is MS-measurable, just by letting the MS-dimension to be 0,
and MS-measure to be size. We can then use Corollary 3.15 and the fundamental
theorem of finite abelian groups.

Proposition 4.5. Suppose A = @;e1Z(p;*)", where k; < w, n; <w, {i:p; =
q} is finite for each prime q. Then A is MS-measurable.

Proof: The case where [ is finite is done by Remark 4.4. The case where
I is infinite is done in appendix A. The proof involves showing that A is an
ultraproduct of a one-dimensional asymptotic class. The way this is proved is
very similar to the proof of Theorem 3.14 in [6].
|
Example 4.6. Z(p™)¥ is MS-measurable. This is essentially shown by Elwes in
[2]. Z(p™)¥ is both Ng-categorical and w-stable, and therefore smoothly approz-
imable (see p. 418, [6]). By 4.1. of [2] Z(p™)¥ is an ultraproduct of members
of an n-dimensional asymptotic class, and therefore MS-measurable.
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Example 4.7. A= ©pcp(Z(p™) ® Zy)) is MS-measurable. If P is finite, this
is obvious from Corollary 3.15 and Remark 4.3. If P is infinite A is still the
ultraproduct of finite cyclic groups. First enumerate P = {p1,pa, ...}, where the
p;’s are distinct primes. Let

Ki = Z(p) @ Zp2) ' & ... ® Z(p:)

As all the p;’s are distinct each KC; is a cyclic group. We can see by checking
Szmielew invariants that A is an ultraproduct of the K;’s.

Corollary 4.8. Therefore by 3.15 and Examples 4.3-4.7 the following groups
are MS-measurable:

BicrZ(py)™ @ e L(p;?)" & Brex (L) ® L, )" & Q¥
where n;, ki, mj, pr < w, v € {0,1}, |J| is finite, and I is such that for each
prime q, {i: p; = q} is finite.
It remains to consider groups in which Z,) and Z(p>°) do not occur in pairs.

Example 4.9. Consider the surjective function p : Z(p>) — Z(p™) such that
p(x) = px. We have that ker(p) is finite of size p. Suppose we had an MS-
measuring function on Z(p>), then by clause (b) of Theorem 3.1 we would have
meas(Z(p™)) = p x meas(Z(p>)). This is clearly a contradiction.

Remark 4.10. If we now consider
A= i1 Z(p])" & ©jesL(p] ") © SrerZ(pp™®) & QY

with ki, Mg, |J| < w and v € {0,1}. We can use the function f : z —
prx for some k € K, and a similar counting argument to that in Example 4.9,
to show that A is not MS-measurable.

Example 4.11. In Z,) consider the function p : Zqy — pLyy. This is a
bijection so fibres have size one. Therefore by clause (b) of Theorem 3.1 (and
Remark 3.14) if Z,) were MS-measurable we would have that meas(Zy)) =
meas(pZyy). However, we have that |Z,) : pZey| = p, so by clause (c) we
would have that meas(Zy)) = p - meas(pZyy). This is clearly a contradiction,
50 Ly is not MS-measurable.

Remark 4.12. We can use functions similar to those used in Examples 4.11
to show that the following Abelian groups are not MS-measurable:

Group Function
@ierZ(p;*)™ @ @jeJZ(p;n”)w @ @leLZI(zl) ®Qr f:z—px
W, my, ki, | J| <w and v € {0,1} for somel e L

QierZ(p;' )" @ @jeJZ(p;nj)“’ @ @kexzafk) ® Dt ZPP) @ QY frx = px
with Ak, pu, My, Ki, |J| <w, v e{0,1} where | LN K
and either K #£ L or for somel € L, M\ # 1y or N\ # 1

Theorem 4.13. An abelian group A is MS-measurable, if and only if its theory
is equivalent to that of an abelian group of the form:

BicrZ(p;")"™ @ @jesL(p]” ) @ Orex (Z(PF) ® Ly, © Q"

where n;, ki, mj, pr < w, v € {0,1}, |J| is finite, and I is such that for each
prime q, {i : p; = q} is finite.
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Proof: The right to left direction is Corollary 4.8. The left to right is seen
by noticing all other cases are covered by Remark 4.2 and Remark 4.12.

Remark 4.14. By inspection the MS-measurable abelian groups are precisely
the pseudofinite abelian groups.

5 R[t]-valued measure

In [1] van den Dries and Cifu Lopes introduce a Q[t]-valued measure on boolean
combinations of cosets of Z™. The set up in this paper is rather different from
ours. The idea is to start with a group 2 and consider the following sets (Note:
In [1] © can be any group, here we will only be considering additive groups):

e C is a a set of subgroups of €2, closed under N.
e G={a+A:AeC,acQ}uU{l}.
e A is the collection of finite unions of sets X\ (Y1 U...UY}, ), where X, Y; € G

Note: C can be any set of subgroups of 2 (i.e. it does not have to be all
subgroups).

Given the form of definable sets in modules there is an obvious correspon-
dence between these and the sets considered above. That is to say if we let
M be a module, for every positive integer n we let C,, be the collection of p.p.
definable subgroups of M™, then G,, will be the set of p.p. cosets in M™, and
A, will be all the definable subsets of M™. We have the following comparison:

Set-up in [1] Equivalent in our set up
C set of subgroups of €2 closed under N p-p- definable subgroups of M™
G {a+A:AecCacQuU{d} p.p. definable cosets of M"
A The collection of finite unions of sets Definable subsets of M™

X\(1U..UY,), X,Y;€g
(i.e. the Boolean algebra on elements of G)

Definition 5.1. A MEASURE ON A is a function p : A — U (U an additive
Abelian group) such that for all disjoint X, Y € A we have p(X UY) = p(X) +
w(Y).Observe that if p is a measure we have p(f) = 0.

Definition 5.2. A measure u is LEFT INVARIANT if for all X € C and all
a€Q, wX)=pla+X).

Proposition 5.3. (Proposition 1.1 from [1]) For n a positive integer, let A,, be
the Boolean algebra on Z™ generated by cosets of p.p. subgroups of Z™. Then
there is for each n a Q[t]-valued measure (i.e. U = QIt]), pn on each A, with
the following properties:

(1) m({0}) =1

(i) (@) =t

(i) pn(X) = pn(@+ X),VX € A,,Va € Z"
(v) if X € Ap, X # 0 then p,(X) #0

(V) pnam (X XY) = pn(X)pn (V)
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Note: The original proposition in [1] has an extra clause which is a direct
consequence of (i) and (v), we therefore remove it.

This also being a measure on boolean combinations of cosets, it would seem
plausible for there to be a correspondence between the MS-measuring function
in modules and a Q[t]-valued measure on definable subsets of modules. However,
the Fubini property need not hold for a measure as in 5.3 (for example Z does
not obey Fubini) so we will have to add an extra condition. In fact what we do
is find a correspondence between the MS-measuring function in modules and a
R[t]-valued measure on definable subsets of modules. Essentially we have to do
this as it could be that for some definable set X, meas(X) € R\ Q.

Theorem 5.4. Let A, be the collection of definable sets in n variables of a
module M, where n is a positive integer. Then M is MS-measurable if and only
if for every n > 0, we have a measure p, : A, — R[t] such that the following
properties hold for every X € A,, Y € A,, anda € M":

(i) pn({a}) = 1.
(i) pn(X) = pn (@ + X).
(iii) If X # 0 then p,(X) # 0.
(i0) (X X Y) = pin (X (V).

(v) (Fubini) Suppose n > m and f : X — Y is a definable surjection, with
constant fibre measure (i.e. there is an l € R[t] withY = {g € Y :

Pin—m) (F71 @) = 1}). Then pin(X) = lpim (V).

Proof: In the proof we omit the subscripts on the measure to make our ar-
gument clearer. Then for A C M™ we write p(A) to mean p,(A), and A for the
union of all A,,.

(«<=) Suppose we have p : A — R[t] as described in the statement of the
theorem. Consider a p.p. definable set X (Note: pu(X) is a polynomial in R[t]).
Define dim,,(X) to be the degree (deg) of u(X) and meas,(X) to be the modulus
of the leading coefficient (I¢) of u(X). We use the modulus to guarantee that
the MS-measure is positive.

Clause (a) of Theorem 3.1 is clear from condition (i) and additivity of mea-
sure. Clause (b) is clear, as by remark 2.8 and (ii) p.p. functions will have
constant fibre measure (also, for non-zero polynomials p and ¢, deg(pq) =
deg(p) + deg(q) and |lc(pg)] = l1e(p)|1c(a))).

For (c), suppose X D Y are p.p. subgroups of A. If |X : Y| = k then we
can find aq, ..., a; of appropriate length such that X = Ule(Y + a;), and the
(Y + @;) are disjoint. We have u(Y + @;) = u(Y) so by Definition 5.1, p(X) =
SEu(Y) = kp(Y). So dimy(X) = deg(u(X)) = deg(kp(Y)) = dimy(Y) and
meas,y(X) = |le(u(X))| =k x |le(u(Y))] = k x meas,(Y). If | X : Y] is infinite,
suppose for contradiction deg(u(X)) = deg(u(Y)) = d. For all k € w we can fine
aj, ..., ar such that, X 2 Ule(Y—&—di), so |le(u(X))] > |k x le(u(Y))], clearly a
contradiction.

So by Theorem 3.1 M will be measurable.

(=) Recall that in this set-up for every positive integer n, C, is the set of
p.p. definable subgroups of M™. We make use of the following lemma from [1].
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Lemma 5.5. (Lemma 2.1 from [1]) Let py, : C,, = U (U an Abelian group) be
a function such that p,(A) = du,(B) whenever A, B € C,, and B is a subgroup
of A of index d (finite). Then there is a unique left invariant U-valued measure
on A, extending piy,.

For X a p.p. definable subgroup of M™ define p,,(X) = meas(X)tm™(X),
By Remark 3.14 we have that the condition in Lemma 5.5 is satisfied. We
therefore have a suitable left invariant measure p,, for every A,,.

We need to show that this measure fulfils conditions (i)-(v). (i) is clear as
(dim,meas)({0}) = (0,1); (ii) is left invariance; (iii) is true because only the
empty set has MS-measure (0,0).

(iv) essentially follows from additivity of measure, and the fact that we have
this for p.p. cosets. If X and Y are both p.p. definable it is clear from our
assignment that p(X xY) = pu(X)u(Y). For the case where X and Y are
boolean combinations of p.p. cosets we use arguments that are similar to those
in the proof of 3.1, and follow from additivity of measure. For simplicity and
ease of understanding let us consider an example from which the general case
is a clear extension. Let X = Xo\X; and Y = (Y \ Y1) U (Y2 \ Y3) where
Xo,X1,Y,Y7,Y5,Y; are all cosets of p.p. subgroups, and X; C X, Y; C Y,
Y3 C Y;. Using Remark 3.6 and the fact that we know this is a measure we get
the following:

w(X) =p(Xo) — pu(X1)

w(Y) =p(Yo) + pu(Ya) — u(Yo NY2) — p(Y1) — p(Y3)
+u(Yon Y3) + ,U(YQ nYy) — /L(Yl N Y3)

X xY =((Xo x Yp) U (Xp x Y2))\
(X1 xYp) U (X x Y2)
U ((Xo\ X1) x (Y1 \ (Y1NY2)))
U ((Xo \ X1) x (Y3\ (Y3NY))))
U (X0 \ X1) x (V1 N Y3))

=((Xo x Yp) U (Xo x ¥2))\
(X1 x Yo) U (X1 x Y2)
U ((Xo x Y1) \ (X1 x Y1) U (Xo x (Y2N11))))
U ((Xo x Y3) \ (X1 x Y3) U (Xo x (Yo NY3))))
U ((Xo x (Y1NY3))\ (X1 x (Y1NY3))))
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Now we can calculate:

WX X Y) =p(Xo)u(Yo) + p(Xo)u(Ya) — p(Xo) (Yo NY2)
— ((X1)u(Yo) + p(X1)u(Y2)) — u(X1)p(Yo N Y2)
— (1(Xo)p(Y1) — ((X1)p(Y1) + p(Xo)u(Y2 N Y1) — p(X1) (Y2 N Y1)))
— ((Xo)u(Ys) — (u(X1)p(Ys) + pu(Xo) (Yo N Ya) — pu(X1)u(Yo N Y3)))
= ((Xo)u(Y1 NY3) — p(X1)u(Y1 NY3))

+u(YoﬁYé)+u(Y2ﬂY1) w(Y1NYs))
— w(X1)(u(Yo) + p(Y2) — u(Yo N Ya) — pu(Y1) — p(Y3)
+ 1(Yo NY3) + p(Ya N Y1) — p(Y1 NY3))
=pu(X)u(Y)

It now remains to prove clause (v), the Fubini condition. We use the same
notation used in Theorem 3.1. That is:

n;

b(@,9) = \/ (¢i(z.9) A )\ ~¢i;(Z,7)),

=1 j—l
KJ:{jGM M':QSz](j 6)}7
Xz] = {-f eM: M ': ¢z](7 &)} Note: Xij g XiO

X

XO\( le Uin)

n

X=X =X\ (X U...UXin,))

i=1 =1

3

Given a function f : X — Y definable, surjective with constant fibre mea-
sure, k, we show that pu(X) = ku(Y). We first outline the steps of this proof:

(1) Step one: reduce to considering co-ordinate projection.

(2) Step two: reduce to considering co-ordinate projections of definable sets
of the form X = Xj0\ (X171 U... U X3,) where the Xy; are cosets of p.p.
subgroups.

(3) Step three: Assuming X = Xy \ (X; U ... U X;), where X; are cosets of
p-p- subgroups. We split X into the following cases:

(a) dim(Xp) =dim(X;) for all 1 <i <s.
(b) dim(X;) < dim(Xp) for all 1 <i < s.

We then show that in both cases we get the desired result.

Step one: Suppose f: X — Y is a definable surjective function, X C M™,
Y C M™, consider R = {(Z, f(Z)) : T € X} and the projection 7 of R onto
the last m coordinates. We have u(R) = u(X) and pu(r=1(y)) = u(f~1(y)) for
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y € Y. Therefore it is sufficient to get the desired result with = on R.

Step two: This is basically a consequence of additivity of measure and the
fact that we can assume disjuncts to be disjoint. Let X = [JI_, X;. We may
assume that the X; are disjoint (as intersections will be p.p. cosets) and that
their images are either equal or disjoint (as the pre-image of a set is definable).
Let Xi,,..., Xy, —1 have the same image, so 7(X;, U... U Xj,,, 1) = 7(Xy,).
We therefore have a t € N such that m(X) = U!_,7(X},). Suppose we know
Fubini for each disjunct, i.e. that u(X;) = p(7(X;))u(r~1(y) N X;) for some
y € m(X;), then by additivity and the fact that the X; are disjoint:

:u‘(Xlz U..u Xl(i+1)*1) = /J‘(W(Xlz)):u’(ﬂ—il(y) N (Xll u..uJ Xl(i+1>71))
= prty)nX) foryen(X;, U..UX;, 1)

Also as the fibres have constant measure we get, for y € 7(X;, U...U Xl('H»l)_l)’
and any z € m(X):

p(r M y) N (X, U U Xy, 1) = (2) N X) (1)

So for y; € m(X;, U...U X, ~1), and any z € 7(X):

w(X) = Z p(Xy, U UXy 1)
= Z#(W(Xli))u(ﬂ-il(yi) N(X, V.. UXy, \-1)

=u(r™(z) N X)(Z pu(m (X)) by ()

Note: As we have reduced to considering a projection of X a single disjunct
we do not need to worry about “islands of co-measurability”.

Step three: From now on we will let X = Xy \ (X7 U...UX;) (i.e. Kj;
becomes Kj;), m is a surjective projection m : X — Y, with constant fibre
measure k.

For case (a) where dim/(X;) = dim(X) for all i we can use similar arguments
to those used in proving Theorem 3.1. That is to say by considering indices on
the set K = (;_, K;. If we let 7' : K — Y’ be 7 restricted to K, |Y : Y| =1,
and |7~1(z) : ker(m)| = m. Then by arguments in 3.1 and the definition of u:

ml - meas(K)tdm )

= ml - meas(ker(x'))meas(Y" )tdimker(x')+dim(¥")
= m - meas(ker(x))tdimker TN meas(y!)tdim(Y")
=k puY)

1(X)

Otherwise, for case (b), if X = X\ (X1 U...UXj;), then up to rearrangement
of subscripts we can assume that for some t < s, X, ..., X; have finite index
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in Xg and X441, ..., X5 have infinite index. Xy will then be a disjoint union of
cosets of K1 N ...N K;. If we get the required result on one of these cosets we
can use additivity of measure to get (using similar arguments to those in step
two) the required result on the whole of X. So it is sufficient to show case (b).

Therefore we may assume that all X3, ..., X, have infinite index in X3. We
use the fact that as m is a projection it is defined on the whole of X as well as
X. Let my be the projection such that mg|x = , and let Yy = mo(Xo). For each
Yo € Yy the fibre 75 ' (yo) has the same measure, ko = u(mg (yo)) say, as it is a
coset of a p.p. subgroup (co-ordinate projection is p.p. definable).

All fibres of m have the same measure, therefore we can conclude that for
any fibre Fy of my, X3 U ... U Xy must either cover Fjy completely, or it must
cover the same measured (proper) subset as it does in all other fibres of 7y (i.e.
those not completely covered by X7 U... U X,). We may therefore assume that
X1 U...U X splits into the following sets (of which at least one is non-empty):

(1) W = X;U...UX; such that each X; is a union of fibres of 7.

(2) V = X411 U...U X, such that the intersection of V' and each fibre of
(not a subset of W) has constant measure.

First consider W, now g is a projection, so all fibres of g are cosets of a
p-p- subgroup Gy. Consider 7y restricted to X;, where 1 < i < [. Note that
the fibres of 7y restricted to X; will still all be cosets of Gyg. We obtain the
following:

w(X;) = meas(X;)tdm X
= meas(Go)meas(m(X;))t(dm(Go)+dim(r(X.))) by MS-measurability

= 1(Go)u(m(X3))

So by additivity of measure we get that u(W) = u(Go)u(w(W)).

Secondly, we may assume (again by additivity of measure arguments) V to
be a single coset. Suppose y € Y (where Y = 7(X)). Then 75 (y) NV # 0
(V meets each fibre of my on X with constant (non-zero) measure). Therefore
mo(V) =Y. Also for y € Y, if we let Fy = 7, ' (y) and F; = 7~ '(y), then the
fibre of y in V is Fy \ Fy (ie. Fy\ Fi = (75" (y) N'V)). By MS-measurability
and the fact that (m; ' (y) N V) is a p.p. coset and has constant measure for all
y €Y we see that:

meas(V) = meas(mo(V))meas(my (y) N V)
dim(V') = dim(mo(V)) + dim(ry * (y) N V)

So we obtain the following:

w(V) = meas(V)tdmV)
= meas(mo(V))meas(ry  (y) N V)tdimmo(V)+dim(m " ()NV)
= meas(mo(V))t4m TV Dmeas(m; ! (y) N V)tdim(mo " @)AV)
= p(Y)u(Fo \ F1)

Putting these together we calculate the following:
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0 )
= u(Yo)u(Go) — p(m(W))u(Go) — (V')
= (u(Yo) — p(r(W)))(Go) — (V') as Y =Yy \ n(W)
= u(Y)u(Go) — (V) as Y =Yy \ (W)
= pu(Y)u(Go) — (Y )u(Fo \ Fr)
= pn(Y)u(Go) — pu(Y)(u(Fo) — p(F1))
= u(Y)u(Fr) as i(Go) = p(Fp).

Note: We have assumed the fibres on 7 to have constant measure, therefore
they must all have the same measure as F;. We have thereby shown the Fubini
property.

O

Remark 5.6. The Fubini in 5.4(v) on R(t)-measured modules extends to to a
full Fubini in the sense of Definition 2.2. This is seen by using similar arguments
to those used in the proof of theorem 2.5 (Theorem 5.7 in [6]).

A Appendix @;cZ(p]")k

In this appendix we complete the proof of Theorem 4.13 by proving Proposition
4.5. Recall that I is infinite subset of N (the case where I is finite is dealt with
by Remark 4.4). We now investigate A = @;c;Z(p}")*:.

Assumptions A.l. We can make the following assumptions:
1) A is written economically, i.e. if i # j and p; = p; then n; # n;.
J J
(2) The p;’s are monotonically increasing, i.e. if i < j then p; < p;.
(8) The n; are finite (given by the classification,).

(4) The k; are finite. We can assume this as we have already covered other
possibilities as follows:

(a) Suppose there were a finite number of i’s such that k; = w.
Let J = {i: k; = w}, we can write:

A = @z @Sz

ien\J ieJ )
—_———
A/ A//

Now as A" is MS-measurable, A is MS-measurable if and only if A’
is MS-measurable, by Corollary 3.15.

(b) Suppose there were infinitely many i’s such that k; = w.
Again, let J = {i: k; =w} (J is now an infinite set). We get:

A= P zi) Pz

i€I\J ieJ
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Suppose J = {j1,j2,...}. Then we get the following infinite-index
descending chain:

A 2 ple D) pjzple 2.
Therefore A has infinite U-rank and is not MS-measurable.

(5) {i:pi = q} is finite for each prime q. Suppose not, i.e. J={j:p; =q}
is infinite for some q prime. We have:

A = Pz Pzt
iel\J ii\/_/
A/ A//

If we consider ¢! A = @;c 1 Z(q"™ )% @ A", (where we define Z(q*) = {0}
if 2 < 0) then |¢' A : ¢!t A| is infinite. Therefore we have an infinite-index
descending chain, A D qgA D ¢?A D ... Therefore A has infinite U-rank,
so cannot be MS—measurable.

Theorem A.2. Suppose
A = ©ie Z(p} )™

where:

(1) ki <w

(2) n; <w

(3) {i:p;=q} is finite for each prime q.
Then A is MS-measurable.

Proof: We show this by showing that A is the ultraproduct of a one-
dimensional asymptotic class, therefore by Theorem 5.4 in [6] A is MS-measurable.
Fixing A we consider the following finite groups (where ¢ € I):

K, = @i, Z(p;")"

Clearly A = [],; K./U. It is therefore sufficient to show that the K, form
a one-dimensional asymptotic class. We make substantial use of the techniques
used in Theorem 3.14 of [6]. We use the following definition of one-dimensional
asymptotic class (Definition 1.2 in [6]).

Definition A.3. Let L be a first order language, and C be a collection of finite
L-structures. Then C is a 1-DIMENSIONAL ASYMPTOTIC CLASS if the following
hold for every m € N and every formula ¢(x,7), where § = (Y1, .., Ym):

(1) There is a positive constant C' and a finite set E C R>° such that for
every M € C and a € M™, either |p(M,a)| < C or for some u € E,

|¢(M, a)| — p|M|| < C|M]|?
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(2) For every u € E, there is an L-formula 1,,(7), such that, for all M € C.
Y (M™) is precisely the set of a € M™ with

|¢(M, a)| — p|M|| < C|M]|?

For the following £ will be the language of abelian groups. It is well known
(see Appendix A.4., [5]) that in abelian groups p.p. formulas are of either of the
form p"|t(Z) or ¢(Z) = 0 where #(Z) is a term. The argument used here follows
that of Theorem 3.14 in [6] very closely. The latter theorem establishes that
a certain set of abelian groups (namely cyclic groups) forms a one-dimensional
asymptotic class. They are therefore using the same language £ as we are, and
many of the same reductions hold here for exactly the same reason as they hold
there. For more details see [6].

We may assume, by a similar inclusion-exclusion argument to that in Theo-
rem 3.14 in [6], that the formula ¢(z,y) is of the form:

oz, 7) = (Noy Nz + 1y = 0) AN (p7 |liz + ;) where A, l; € Z, p; prime.
We split the argument into sections. The first deals with ¢(z,y) when it

contains a conjunct A\;x + y; = 0, the second deals with ¢(z,y) when it is a

conjunction of terms p;*|lz +y; = 0. The first section is relatively straight

forward, the second is split into two cases.

Notation: For a,b € Z, ged(a,b) denotes the greatest common denominator of

a and b, lem(a, b) denotes the lowest common multiple of a and b.

1. ¢(z,y) contains a conjunct \;z +y; =0

For simplicity we reduce the number of subscripts by dropping the ¢ formula.
Z(n) for positive integer n will denote the cyclic group of order n. From 3.14
in [6], we know the formula Az + y = 0 holds in Z(n) if and only if ged(l,n)|y,
moreover if this holds there will be exactly ged(l, n) solutions.

Suppose the prime decomposition of A is A = ¢"*...q""=, where ¢;’s are prime
and ¢; < gi4+1. So for in the group Z(p*)* we have the following possibilities:

(1) If p; = q for some t, then ged(pl?, 1) = ged(g', ¢ -..q7) = grintnemit o
qi"t. Therefore we have either:

e 10 solutions, if q;nin{ﬂi;mt} 1y,

(q:mn{ni My} )k

min{n;,m;} |y

° i solutions, if g,

Either way we have at most (qr-nin{"“mj})ki solutions. Therefore at most

J
mt>

(g7**)*: solutions.

(2) If ged(p;, A) = 1, then there is a unique solution to Az +y = 0 in Z(p} ).
Now let J; ={i el :p;=g¢;} and

(minJ;)—1 for 1
J = S

J<s
V§+|J§| for 1

<
+
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Assumption 5. from A.l is important here as it guarantees that the J;’s
are all finite. There are clearly only finitely many of them as A has a finite
factorisation.

We can now write A as follows (noting we are not changing the order in
which the cyclic groups appear, and therefore not changing the class of K,’s
that we are considering):

iki vi\ ki iki iki
A = @félz(p:l ) @iG-hZ(q? ) @Z‘Viy1+|J1\Z(p? ) @ @i>vs+1Z(p:'L )
—_———
exactly one at most exactly one exactly one
solution [Lics, (gt )k solution solution
solutions

For large ¢ (i.e. ¢ > vsy1) the number of solutions of ¢(z,y) in K, is at most
[l-, [Lic, (q;nj)’“, this is also clearly true for ¢ < vsy1. We choose
C =1l [Lic, (q;nj)’“'i + 1, and we get that |¢(K,,7)| < C for all ¢. Clause 1.
of Definition A.3 is therefore fulfilled in this case. Clause 2. is not relevant here.

2. ¢z, §) is Ny (p;" |lix + ;)
Below part (1) deals with formulas that contain only one prime, i.e. p; = p
for all i. Part (2) then considers finite conjuncts of such formulas.

(1) Let ¢(x,5) = Aj_yp™ [lix + yi. We know by 3.14 that in Z(q; ) there are
either:

(a) No solutions.
(b) qij solutions, where L; = 1cm{%,...,%}, eji = gcd(p"i,q;nj),
dj,j = gcd(eji, ll)

Note: if ¢; # p, ej; = 1 for all 4, therefore L; = 1. So the solution set is
the whole of Z(q;nj ).

Recall that A = @erZ(py*)*, and K, = ®;<,Z(p;’)". Suppose k is
such that k& = max{j € I : ¢; = p}, recall that {j € I : ¢; = p} is
finite by Assumption A.1(5). Suppose that ¢ > k we have (when ¢(K,, )
non-empty):

|¢(KLg)| = |¢(@{jiqup} Z(q;nj)ﬂ)ﬂ 69{j:qj;arﬁp} Z(Q;nJ”

m

H{j:q_,»:p} (pLjJ )kj| GB{j:Q_ﬁép} Z(q;”‘7)|

Let = H{j:qj=p} (L%)kJ For ¢ > k, ¢(K,,y) non-empty we have:
lp(K., §)| — pl K[| = 0.

Now if we choose C' = |K}| + 1 we get that for all ¢
oK., 7)| — K. < C.

So Clause 1. of Definition A.3 is fulfilled.
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(2) It is straight forward to go from part (1) to the general case. Formulas
are finite, so there can only be finitely many different primes used in the
formula. We can rewrite ¢(z,y) as follows,

o2, 9) = Nj—y (A= (7 |l + yig))
Let ¢j(xz,9) = Aj_y(p; " [lijz + yij). So é(x,§) = Aj_¢j(z,y). From
part 1. we have, for each ¢, a k; and a p; such that for any ¢ > k;
we have ||¢;(K,,9)| — plK,|| = 0. If we let k& = max{ky,...,k} and
0= Hle i, then for ¢« > k we have (assuming ¢(K,,y) non-empty)
H(b(Ku?j)‘ - MlKLH =0.

This is because the pu;’s are “independent”. The number of solutions of
¢(z,y) in K, is the product of the number of solutions in each summand.
The number of solutions in each summand Z(q")* is only affected by
subformula ¢;(z, ) if ¢ = p; (Le. if ¢ # pi, Z(q)" Ex =2+ ¢i(2,7)).
So if we choose C' = | K| + 1 we get that for all ¢

|‘¢(Kug)| - |KL|| <C.
It is therefore clear that clause 1. of Definition A.3 is fulfilled.

For the definability clause (clause 2. of Definition A.3) notice that u and C
work for any § € M™, as long as ¢(K,,y) is not empty. Therefore we can use
defining formula ¥4 (7) = Jz¢(z, 7).
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