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Abstract: A rapid, low-cost and sensitive method for quantification of high-density lipoprotein
(HDL) cholesterol based on enzymatic colorimetric reactions and digital image analysis was
developed. The proposed method was adapted to a 96-microwell enzyme-linked immunosorbent
assay (ELISA) plate and imaging acquisition was performed using a conventional desktop
scanner. The images were recorded using the red-green-blue (RGB) colour system in which the
resolved absorbance for each colour channel was used for multiple linear regression. The
regression model presented a root mean squared error of calibration and R? value of 1.53 mg dL™
and 0.995, respectively. Prediction was obtained with a root mean square error of prediction of
2.42 mg dL! and R? of 0.993; therefore, showing a good prediction response. A limit of detection
of 0.43 mg dL? and precision better than 1.72% reinforced these results. This method was
compared with a reference methodology using UV-Vis measurements at 500 nm and no
statistical difference was observed at a confidence level of 95%; showing its potential for future

clinical applications.

Keywords: High-density lipoprotein (HDL) cholesterol; multiple linear regression; enzyme-

linked immunosorbent assay (ELISA); colorimetry; red-green-blue (RGB) colour.



Introduction

High-density lipoprotein (HDL) cholesterol is a type of lipoprotein present in serum that
plays an important atheroprotective role by modifying cholesterol transport (Nicod et al. 2015). It
is normally associated with low-density lipoprotein (LDL) and very low-density lipoprotein
(VLDL) cholesterol (Brunham and Hayden 2015). The concentration of HDL cholesterol is an
important biomarker towards evaluating health conditions, since low levels of this biomarker in
blood serum can be an indicator of cardiovascular diseases (Nicod et al. 2015; Brunham and
Hayden 2015; Nakamura et al. 2015). In routine analysis, HDL cholesterol is measured in
conjunction with triglycerides, LDL and total cholesterol in monitoring the individual risk of a

patient developing cardiovascular diseases (Nakamura et al. 2015).

The measurement of HDL cholesterol is commonly performed using enzymatic
colorimetric methods, which is the gold standard for analysing this type of lipid (Menezes 2015).
The measurement is typically made employing ultraviolet-visible spectroscopy with a single
wavelength response at 500 nm, since the product of the enzymatic colorimetric reaction is

quinoneimine, a compound that absorbs at 500-506 nm (Menezes 2015).

Digital image analysis has been widely applied to quantify compounds in the visible range
in recent years. It has been employed in applications for food monitoring (Benedetti et al. 2015;
Santos and Pereira-Filho 2013; Lyra et al. 2014), environmental assays (Andrade et al. 2013;
Firdaus 2014), forensic investigations (Choodum and Daeid 2011; Choodum et al. 2013; Tosato
et al. 2016) and clinical analysis (Morais and Lima 2015; Morais et al. 2016; Xia et al. 2015).
Digital image processing is commonly employed using the red-green-blue (RGB) colour system.
Hereupon, a single image can be translated into millions of colours using a combination of three
wavelength responses: red (700.0 nm), green (546.1 nm) and blue (435.8 nm) (Petrou and Petrou
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2010). The colour formed can be transformed into many types of analytical signals, such as
intensity (Moraes et al. 2014), histograms (Morais and Lima 2015; Diniz et al. 2012) or RGB-
resolved absorbances (Christodouleas et al. 2015). The latter makes use of Beer-Lambert law in
order to transform the colour intensity of an image into an absorbance-like value where a
reference image is used as the blank. Due to the wide range of possible combinations between
RGB colour values, commonly multivariate calibration methods are used with image processing.
Chemometric methods such as multiple linear regression and partial least squares regressions
have been used in many image processing applications (Lyra et al. 2014; Morais and Lima 2015;

Morais et al. 2016).

The increasing usage of digital images for analytical applications is a result of the rapid
growth of image-acquisition technologies which makes use of cell phones, webcams and
scanners, which are very economical and practical (Apyari et al. 2017). In addition to this, the
high analytical frequency obtained through fast computational processing and extendable
technology for point-of-care applications are some features that make the potential use of digital
imaging very attractive nowadays. Herein, we describe a fast, low-cost and sensitive method
using a convectional desktop scanner to determinate HDL cholesterol concentrations based on

RGB image analysis.

Materials and Methods

Samples

The enzymatic colorimetric reaction for determination of HDL cholesterol was performed

using commercial Kits. The Kits were acquired from Labtest® (Labtest Diagnostica SA, Brazil)



with reference codes ref. 13 and ref. 76 for HDL cholesterol separation and enzymatic
colorimetric reaction, respectively. These Kits are traceable to Standard Reference Material 911

from the National Institute of Standards and Technology.

The colorimetric reaction following the reference method took place by reacting 0.1 mL
of cholesterol sample with 1.0 mL of a precipitating solution composed of phosphotungstic acid
(1.5 mmol L) and magnesium chloride (54 mmol L). After centrifugation for 15 min at 3500
rpm, LDL and VLD cholesterol were precipitated and HDL cholesterol was collected from the
supernatant. Then, 0.01 mL of the HDL cholesterol reacted with 1.0 mL of a buffer mixture (pH
7.0) containing phenol (24 mmol L1), sodium cholate (500 pmol L), sodium azide (15 mmol L
1y, 4-aminoantipyrine (500 pmol L7), cholesterol esterase (>250 U L), cholesterol oxidase
(>250 U L) and peroxidase (>1000 U L) for 10 min at 37°C. The reaction is depicted in Figure
1 (Menezes et al. 2015). As a result, a dye called antipyrilquinoneimine is formed proportional to

the HDL cholesterol concentration.
[Insert Figure 1 here]

The concentration range studied varied from 0.31 to 52 mg dL of HDL cholesterol. In
total, 20 samples were measured. Reference measurements were performed using a clinical UV-
Vis spectrophotometer BIO-2000 (Bioplus Ltda, Brazil) with absorbance readings at 500 nm. The

reference values of HDL cholesterol were obtained after previous instrument calibration.
Image acquisition

Image acquisition was performed using a conventional HP Scanjet G2410 desktop
scanner (Hewllet-Packard, USA). For this, 250 pL of the reaction product containing

antipyrilquinoneimine was transferred into the microwells of a 96-microwell enzyme-linked



immunosorbent assay (ELISA) plate (Fischer Scientific, USA). In addition, blank samples
composed of deionized water were added in the same volumes. The images were recorded with
the scanner lid closed in order to avoid interference by external light. Figure 2 depicts an example

of a recorded image.
[Insert Figure 2 here]

The images were saved onto a personal computer in .TIFF format with a resolution of 72
x 72 dpi (default scanner settings). Then, the scanned images were loaded into MATLAB®
R2014b software (MathWorks, Inc., USA) and the region of interest composed by a squared
region with a size of 21 x 21 pixels for each microwell were automatically cropped using a lab-

made algorithm.
Computation analysis

Initially, the resolved absorbance values of the R, G and B colour channels for each
sample image were calculated within MATLAB® environment. The RGB-resolved absorbance
values were used with the Kennard-Stone algorithm (Kennard and Stone 1969) in order to
separate the calibration (n=14) and prediction (n=6) sets. The Kennard-Stone algorithm works
based on a Euclidian distance calculation assigning the samples more distant to the samples’
mean to the calibration set, and the samples closest to the samples’ mean to the prediction set.
This ensure that the calibration model will cover all sources of variation within the dataset. The

resolved absorbance A is calculated for each colour channel k as (Christodouleas et al. 2015):

Ay = —log—= (1)

Ik,0



where I, is the colour intensity of channel k (R, G or B) defined as the average value of all pixels

in the colour channel; and, Iy ¢ is the colour intensity of channel k of the blank image.

The resolved-absorbance values for each image were concatenated in an array in order to
create a matrix X {n x 3} with n rows (samples) and 3 columns (RGB-resolved absorbances).
The X matrix was used for calibration using multiple linear regression, according to equations 2-

4 (Morais et al. 2016):

Year = Xcalb (2)
N -1

b= (XcalTXcal) XcalTYCal (3)
S\’pred = XpredB (4)

where X.,; IS a matrix containing the RGB-resolved absorbances for the calibration samples;
X,reqa IS @ matrix containing the RGB-resolved absorbances for the prediction samples; b is a
vector of regression coefficients; y.,; IS a vector containing the concentration values for each
calibration sample; ¥,..4 is the response vector obtained by multiple linear regression that
contains the estimated concentration of the prediction samples; and T represents the transpose

matrix operation.

The results were evaluated according to certain figures of merits, including root mean
square error of calibration, root mean square error of prediction, relative error in %, relative
standard deviation, limit of detection and limit of quantification. The limit of detection and limit

of quantification were calculated as follows:
Limit of detection = 3.38,||b|| (5)

Limit of quantification = 104, ||b|| (6)



where &, is the standard-deviation of the blank, and ||b]| is the norm of the regression

coefficients b.

Results and Discussion

The concentration of HDL cholesterol was obtained by using an enzymatic colorimetric
method associated with imaging analysis. Poor linearity on single RGB channels was observed
using univariate calibration. For example, the root mean square error of calibration and relative
error in % for the calibration set using the colour channel with best linearity (resolved absorbance
of B channel, R? = 0.912) were equal to 5.41 mg dL and 16.22%, respectively. For the
prediction set, the root mean square error of prediction and relative error in % were equal to 6.70
mg dL* and 22.34%, respectively. The relatively low resolution of the images (72 x 72 dpi) can
lead to an increasing of the root mean square error of calibration and relative error in % due to the
lower level of details in the image. However, the lower image resolution speeds up data
acquisition, decreases the storage capacity and improves the computational processing time,
therefore being more suitable for routine applications. In order to overcome the limitations of

univariate analysis, multivariate calibration was required to improve the prediction model.

Multiple linear regression was applied using the three RGB-resolved absorbances for each
sample image. Regression coefficients equal to -429.66, 433.69 and -119.79 were obtained for
the R, G and B channels, respectively. Using the multiple linear regression model, the root mean
square error of calibration value dropped to 1.53 mg dL and the relative error in % in the
calibration set dropped to 4.71%. For prediction, the root mean square error of prediction and

relative error in % were equal to 2.42 mg dL and 8.06%, respectively. Cross-validation leave-



one-out was performed with a root mean square error of cross-validation of 2.43 mg dL and R?
of 0.985. Figure 3 shows the measured versus predicted concentration of HDL cholesterol
calculated by multiple linear regression; and additional results for the multiple linear regression

model are shown in Table 1.
[Insert Figure 3 here]
[Insert Table 1 here]

The model seems to be linear above 2 mg dL? (Figure 3), where the predicted
concentrations are very close to the measured ones. Below 2 mg dL?, the sample images and
blank appear to have similar colouring and the model is unstable. The limit of detection and limit

of quantification for the reference and imaging method are shown in Table 2.
[Insert Table 2 here]

The limit of detection and limit of quantification values of the imaging method were
inferior to the reference method due to the sensitivity of ultraviolet-visible spectroscopy over the
image sensor, since at low concentrations the reduced image resolution makes it difficult to
differentiate the sample from the blank information. However, the higher limit of quantification
for the imaging method is not a problem for clinical applications, since the critical level of HDL
cholesterol in serum is around 40 mg dL. In addition, other figures of merit show good
agreement between both techniques, where the precision (relative standard deviation = 1.72%)
and recovery (87.10-99.15%) of the image method were close to the reference measurements
(relative standard deviation = 1.50%, recovery between 95.00-100%); and no statistical
difference was observed at a confidence level of 95% between the results found by the image and

the reference method based on a paired t-test.



These results are very promising from a clinical point of view, due to its high reliability
and low error. For example, the National Cholesterol Education Program indicates a maximum
error in HDL cholesterol analysis of 12.8% (Expert Panel on Detection, Evaluation, and
Treatment of High Blood Cholesterol in Adults 2001), whereas using image analysis we found
8.06%. Moreover, the imaging method shows advantages over traditional spectroscopy, since it
has a higher analytical frequency due to the analysis of an entire ELISA microplate with 96
micro-wells in a single reading; and very low cost, because of the low instrumental cost of the

microplate (US$ 4) and scanner (US$ 200) compared to an ultraviolet-visible spectrometer.

Conclusions

This paper reports an imaging analysis method that can be a potential substitute for HDL
cholesterol determination. The method was based on a colorimetric enzymatic reaction and
adapted to 96-microwell ELISA plate. Images were acquired using a conventional desktop
scanner and the data was processed using multiple linear regression. The results were in good
agreement with the ones obtained through gold reference analysis, in which no statistical
difference was observed at a 95% confidence level. In addition, a low relative error (8.06%)
indicates that this methodology may have the potential for clinical applications. The imaging
approach has as an advantage a high analytical frequency; low-cost; and, it is open to the
possibility of point-of-care tests or applications in remote zones where the infrastructure for

clinical analysis is reduced.
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Captions for Figures
Figure 1: Enzymatic colorimetric reaction to determine HDL cholesterol.
Figure 2: Example of ELISA plate containing HDL cholesterol samples.

Figure 3: Measured concentration of HDL cholesterol using ultraviolet-visible spectroscopy with
enzymatic colorimetric reactions (absorbance at 500 nm) versus predicted concentration of HDL
cholesterol calculated using multiple linear regression with the RGB-resolved absorbances of

colorimetric images.
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Table 1: Results for imaging method using multiple linear regression.

Parameters Value
Calibration

Worked range (mg dL™) 0.31-52.00
Root mean squared error of calibration (mg dL™?)  1.53
Bias (mg dL}) 0.56
Relative error (%) 4.71
R? 0.995
Prediction

Root mean squared error of prediction (mg dL?)  2.42
Bias (mg dL™) -0.56
Relative error (%) 8.06
R? 0.993
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Table 2: Relative standard deviation, recovery, limit of detection and limit of quantification
obtained for the reference method using ultraviolet-visible spectroscopy and the image method.

Method Relative Recovery (%)  Limit of Limit of
standard detection guantification
deviation (%0) (mg dL?) (mg dL?)

Reference using ultraviolet-  1.50 95.00 - 100 0.12 0.40

visible spectroscopy
Imaging 1.72 87.10-99.15 043 1.45
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Figure 3
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Graphical Abstract
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