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Abstract

A data-driven methodology is proposed, for the investigation of the ultimate response of
masonry arches. Aiming to evaluate their structural response in a computationally
efficient framework, machine learning metamodels, in the form of artificial neural
networks, are adopted. Datasets are numerically built, integrating Matlab, Python and
commercial finite element software. Heyman’s assumptions are adopted within non-
linear finite element analysis, incorporating contact-friction laws between adjacent
stones, to capture failure in the arch. The artificial neural networks are trained, validated,
and tested using the least square minimization technique. It is shown that the proposed
scheme can be used to provide a fast and accurate prediction of the deformed geometry,
the collapse mechanism and the ultimate load. Cases studies demonstrate the efficiency
of the method in random, new arch geometries. Relevant Matlab/Python scripts and
datasets are provided. The method can be extended towards structural health monitoring
and the concept of digital twin.

Keywords: FEM, Machine Learning, Artificial Neural Network, Multi-hinge failure,
Damage Prediction, Masonry Arches, Data-driven Mechanics, Digital Twin
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1. Introduction

Masonry arches have been used widely during centuries to span and enclose space. The
structural benefit of the arch shape is still under investigation even though the technique
was first observed in Mesopotamian brick architecture, dating back to the 2nd
Millennium BC (Anastasio, 2020). Arches are efficient load-bearing structures, which
distribute applied loads through compression in adjacent masonry stones. The arch, as a
method of construction, is directly relevant to the material behaviour of masonry. There
exists a harmonic relation between the masonry stones and the shape of the arch, to
ensure that the structure is mainly under compression. Compression failure of masonry
arches is generally unlikely to take place, thus, the typical failure mode of arches is a
tensile hinge mechanism (Heyman, 1966, Heyman, J. 1982, Drosopoulos et al., 2006,
Grillanda et al., 2021).

In particular, the typical mode of failure for masonry arches is the formation of tension
hinges in-between the masonry stones, activated when the thrust line is tangent to the
masonry arch section edges. The change of the structural state, from equilibrium to
mechanism, can be caused by settlement of supports due to earthquakes, vertical loads
due to vehicles, erosion, or ground bearing failure. This hinge mechanism can result in
damage and eventually partial or total collapse (Bergamo et. al., 2015, Cavalagli et. al.,
2016, Portioli and Cascini, 2017, Sanchez-Aparicio et. al., 2019).

Several investigations have been conducted, to highlight the structural response of
masonry arches. Hooke (1676) has been pioneer for first describing the compression
behaviour of masonry arches under their self-weight and for proposing a rational rule to
estimate the size of masonry stones and the geometry of masonry arches. This rule is
based on the analogy of a hanging chain forming catenary in tension under its self-
weight, and on a masonry arch (inverted chain), standing rigid in compression (Heyman,
1982, Heyman, 1998, O’Dwyer, 1999, Block et al., 2006). In (Poleni, 1748), Hooke’s
hanging chain principle was used to assess the safety of the cracked dome of St. Peter’s
in Rome. More literature is found in the same direction, providing numerical methods
which can be used to determine the thrust line closest to the geometrical axis of a given
arch (Moseley, 1833, Winkler, 1867, Heyman, 1969, Tempesta and Galassi, 2019).
Recently, in (Gaspar et al., 2022) this principle was used in a study which relates the
optimal geometry of a masonry arch and the number of concurrent hinges under self-
weight, at a limit state quantified by minimum thickness.

Among the first approaches used to evaluate the response of masonry arches are those
relying on limit analysis tools. Within these abroaches, masonry blocks are simulated as
rigid blocks and governing equations are often derived using static and kinematic
theorems for limit analysis. Some relevant publications, evaluating the response of
masonry arches under vertical and horizontal loads, as well as settlement of supports, can
be found in (Ochsendorf, 2006, Milani and Lourenco, 2012, Cavalagli et. al. 2016,
Portioli and Cascini, 2017, Cascini et. al., 2018, Galassi, 2023, Galassi and Zampieri,
2023). It is noted that in this work a different methodology, relying on finite element
analysis, is adopted to capture the response of masonry arches. In addition, emphasis is
mainly given in the data-driven nature of the proposed framework. Therefore, limit
analysis techniques could also be adopted, in principle, to provide the structural response
of arches under the suggested data-driven scheme.
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In the later years, more advanced techniques have been developed, to evaluate the
structural behaviour and ultimate, failure response of masonry arches. Often, the finite
element method is the numerical tool used to simulate detailed two and three-dimensional
geometries of masonry arches. To capture the failure response, different constitutive
descriptions are introduced in these models. The arising computational cost is significant,
in particular for bigger models with more structural parts, higher dimensions and
complex non-linear material laws.

In (Ozmen and Sayin, 2018), three-dimensional finite element models are used to assess
the seismic response of an old masonry arch bridge in the framework of the macro
modelling approach. In (Charalambidi et al., 2022), a finite element model introducing
unilateral interfaces to capture failure between masonry stones, is proposed to identify
and predict the cause of the existing structural damage of a masonry monument in
Greece. In (Tapkin et al., 2022), various non-linear finite element models were used to
simulate the structural response of a three-span masonry arch bridge located in Turkey. In
(Drosopoulos and Stavroulakis, 2018), a computational homogenization method is
proposed, to investigate localization of damage in masonry walls. Macroscopic, structural
scale failure is represented by cohesive cracks in the framework of the extended finite
element method, using the effective material properties obtained from microscopic
simulations. More efforts on numerical modelling of masonry arches using the finite
element method can be found in (Ferrero et al., 2023, Rahimi et al., 2022, Zampieri et al.,
2021, Tubaldi et al., 2020, Stavroulaki et al., 2018, Conde et al., 2016, Sarhosis et al.,
2016, Milani et al., 2006, Lourencgo, 2002).

In the 4™ industrial revolution era, machine learning elements, such as artificial
intelligence (Al), have been adopted to solve complex non-linear engineering problems.
In the recent years, even more machine learning algorithms have been developed to solve
engineering problems. In structural engineering, artificial neural networks have been used
to assess the strength and performance of concrete structures (Chang and Zheng, 2019,
Prakash et al., 2019, Sadowski et al., 2018) and the structural response of steel
(Beskopylny et al., 2020, Wotowiec and Kula, 2012). Other available machine learning
approaches include non-destructive and vision-based measurement techniques, which are
used as a method of structural health monitoring (Yuan et al., 2022, Bekas and
Stavroulakis, 2017, Psychas et al., 2016, Cavaleri et. al., 2022, Grandio et al., 2022,
Ashrafian et. al., 2023).

The main concept of introducing machine learning approaches in structural engineering,
is to use existing data, carrying information for the structural response, in numerical
simulations. Thus, databases are developed and used to train a machine learning
algorithm. The trained algorithm is then used to assess the response of the structural
system. A numerical metamodel is developed within this framework, able to potentially
replace or complete existing structural evaluations, due to missing experiments or
computationally expensive calculations.

In (Jing et al., 2022), an artificial neural network called BridgeNet is proposed, for
automating the segmentation of masonry arch bridge elements obtained from large-scale
point clouds. In (Melchiorre et al., 2021), machine learning algorithms are used to
structurally optimize the cross-section of a circular arch by calculating the internal
stresses and comparing them against the yield stresses of the material. In (Civera et al.,
2022), artificial intelligence and machine learning algorithms are used to interpret
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operational modal analysis mode shapes, which is normally a computationally expensive
task, aiming in the structural health monitoring of masonry arches. In (Drosopoulos and
Stavroulakis, 2020), machine learning is introduced in multi-scale computational
homogenization to capture the non-linear response of masonry walls. Recent studies
emphasize in using image recognition and deep machine learning tools, including for
instance computer vision and convolutional neural networks (CNN), to generate
geometric digital twins for masonry structures (Dais et al., 2021, Loverdos and Sarhosis,
2023, Loverdos and Sarhosis, 2023).

In this study, a data-driven numerical analysis of masonry arches is proposed, to evaluate
their mechanical response considering different arch geometries (span and thickness of
the masonry stones). The first step of this investigation is to conduct parametric
simulations, in order to develop datasets, using as input and output values geometric and
structural parameters of masonry arches. In a subsequent step, these datasets will be used
to train artificial neural networks. Therefore, the article proposes a methodology for using
machine learning, data-driven techniques, in order to achieve a fast and accurate
prediction of the structural response of masonry arches. It is noted that to the authors’
best knowledge, only limited works can be found, emphasizing in data-driven, machine
learning approaches, for the structural evaluation of masonry arches. Also, the majority
of the published research focuses more on the geometric aspects of the data-driven
approaches, comparing to the structural response and the failure mode prediction which is
the core outcome of this investigation.

In particular, two-dimensional, non-linear finite element models were developed to
perform the parametric assessment, considering the following Heyman’s assumptions: (i)
masonry stones have no tensile strength and, (ii) the compressive strength of the stone is
infinite (Heyman, 1966). The results obtained from the finite element models were used
to train, validate, and test artificial neural networks. This procedure has been
implemented using Python, Matlab and commercial finite element software. The trained
neural networks can provide a fast structural evaluation of random masonry arches, with
limited computational cost, emphasizing in critical and valid information for the ultimate
structure response. Thus, the outputs of the trained neural networks, are, (a) the deformed
geometry depicting potential damage under the self-weight, (b) the deformed geometry,
also depicting potential damage, under self-weight and a vertical point load applied at ¥
of the span and (c) the ultimate load at collapse.

2. Ultimate (failure) response of masonry arches

Goal of this article is to propose a data-driven methodology for the structural evaluation
of masonry arches. According to the overall concept, parametric structural simulations
within non-linear finite element analysis are conducted to generate datasets providing the
ultimate, failure response of masonry arches of various geometries. Machine learning
elements in the form of artificial neural networks are then used to train the set of results
obtained from the parametric finite element analysis. The trained neural networks are
metamodels able to predict the failure response of randomly chosen masonry arch
geometries. The parametric investigations are conducted on circular and parabolic
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masonry arches, but any other geometry or even different structural type, could be
adopted using the proposed concept.

In this section, principles of the mechanical response of masonry arches are provided,
emphasizing in the ultimate, failure behaviour of these structures. The classical collapse
mechanism theory as presented in Heyman (1982), has been widely used to determine the
load-bearing capacity of masonry arches. This technique has been adopted by other
analytical methods to estimate the thrust line passing through masonry arch stones. For
arches to be fully under compression, the thrust line must lie within the core (middle
third) of the section (Heyman, 1982). Unreinforced masonry arches form a plastic hinge
when the thrust is tangent to the extrados and/or intrados of the arch. When the thrust line
is tangent at three extrados and/or intrados points of the arch, three hinges are developed.
The introduction of three hinges changes the determinacy of a fixed support arch from
statically indeterminate to statically determinate. Then, the development of a fourth hinge
triggers a kinematic collapse mechanism, widely known as the four-hinge collapse
mechanism (Heyman, 1967).

According to this description, four-hinge collapse mechanism is generally the common
cause of structural failure of masonry arches. In addition, this mechanism may not arise
when a symmetrical arch is subjected to symmetric loading, like self-weight. Heyman
(1967) demonstrated that this response may be obtained on semi-circular arches under
their own weight. Under this condition, at least a 5" hinge must form to trigger a
kinematic collapse.

To simulate the mentioned hinge mechanism between adjacent stones, principles taken
from non-smooth mechanics have been adopted in this article within non-linear finite
element analysis (Panagiotopoulos, 1985, Drosopoulos et al., 2006). In particular, a
unilateral contact and friction law is used to describe the surface contact conditions. This
law introduces a strong nonlinearity, even though the stones are assigned linear material
properties. Therefore, nonlinearity is restricted to the interfaces between the stones,
allowing for the opening and/or sliding along these interfaces. This opening and sliding
that may appear in an interface, give rise to 8 configurations of deformation between two
adjacent stones (Stockdale et al., 2022). These deformation modes include openings,
rotations, slips, and slip/rotation combinations, as shown in figure 1. It is noted, that these
deformation modes can be predicted by the machine learning, data-driven approach
which is proposed in this study.

In this study, relations (1)-(3) are adopted to describe the contact conditions in the
interface between two adjacent masonry blocks. Inequality (1) expresses the non-
penetration condition and inequality (2) states that only compressive stresses can be
developed in the interface, noticing that u is the single degree of freedom, g is the initial
opening of the contacting bodies and t™ is the normal stress at the interface. Equality (3)
expresses the complementarity relation, which states that either zero stresses arise and
opening takes place or non-zero stresses appear, and contact is activated.

h=u—-g<0=h<0 (D
—t">0 (2)
t"(u—g) =0 (3)
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In the tangential direction, a static version of the Coulomb friction law is adopted,
indicating that sliding takes place when the shear stress t' in the interface reaches a
critical value t.,., according to relation (4):

tt = Ter = i/,t|tn| (4)

where u is the friction coefficient.

The coefficient of friction assigned to the unilateral contact-friction interfaces of this
article is set equal to 0.5 (Melbourne and Gilbert, 1995). Loading of each arch involves
the self-weight, applied at a first analysis step and a vertical point load applied at a
second step, at the ¥ of the span. It is noted that this is the worst load position, since the
ultimate load derived from this position is the lowest compared to those obtained from
other load positions. This is discussed in several studies, such as in the classical work
presented in (Heyman, 1982), as well as in subsequent studies (Drosopoulos et al., 2006).
The arches are also assigned fixed boundary conditions. The assigned material properties
on the finite element models are as follows: density is equal to 2300kg/m3, modulus of
elasticity is 30GPa and Poisson’s ratio is 0.2. For the implementation of the proposed
data-driven scheme Abaqus commercial finite element software and two programming
codes, namely, Matlab (Matlab, 2021) and Python, have been adopted.

ORIGINAL CONFIGURATION BOTTOM ROTATION TOP ROTATION
)
RIGHTSLIP RIGHT SLIP
RIGHT SLIP + BOTTOM ROTATION + TOP ROTATION
8 3
LEFT SLIP LEFT SLIP
LEFT SUP + BOTTOM ROTATION + TOP ROTATION
Figure 1: Potential deformation modes between two adjacent blocks of an arch (Stockdale et al.,

2022).
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3. Machine learning using artificial neural networks

Machine learning is a branch of artificial intelligence which focuses on training computer
codes on how to make predictions of systems based on available datasets and algorithms.
The ability of machine learning algorithms to recognise patterns from large datasets
allows for their usage in various fields of study such as engineering, business, and
science.

In (Reich, 1997) it was shown that machine learning was still in its infancy stage due to
limitations on machine learning algorithms and computing power, as well as due to the
lack of experimental databases to validate the machine learning models. Recently, it has
been demonstrated a significant increase of using machine learning tools, to solve
complex structural engineering problems (Thai, 2022). In addition, databases like
DataCenterHub, DesignSafe and Mendeley Data can now be used to validate machine
learning models. The number of machine learning algorithms has been significantly
increased and tools like artificial neural networks, decision trees, regression analysis,
support vector machine, random forest and boosting algorithms, have been adopted in
structural engineering applications (Thai, 2022).

In this article, emphasis is given on using artificial neural networks as the numerical tool
which implements data-driven structural assessment. An artificial neural network is
developed by biomimicking the human brain structure, thus, how neurons are
interconnected to imitate thinking, recognition and decision making (Simon, 1999,
Nasrabadi, 2007). It was first invented by (Rosenblatt, 1958) in 1958 and called the
perceptron. Due to improvements to computational power, various algorithms have been
developed such as the feedforward neural network (lvakhnenko, 1971), the radial basis
function neural network (Broomhead and Lowe, 1988), the convolutional neural network
(LeCun et al., 1998), the recurrent neural network (Elman, 1990) and the adaptive neuro-
fuzzy inference system (Jang, 1993). The feedforward neural network is the most
common system, due to its simplicity and robustness to solve multi-variate and nonlinear
modelling problems (Mostafa et al., 2022, Thai, 2022).

In this study, a feedforward neural network is adopted to train the datasets which are built
by finite element simulations. In figure 2 an example of a neural network represented by
x-h-h-y is shown, where x is the number of inputs (variables), h is the number of neurons
for one of the two hidden layers, and y is the number of outputs (prediction) (Mostafa et
al., 2022). In the hidden layers, the input variables are assigned weights which need to be
determined and then used to predict. Activation (sigmoid) functions, such as the
nonlinear continuous sigmoid, the tangent sigmoid, and the logarithmic sigmoid, are also
introduced (Haykin, 2009). The inputs are multiplied by weights to provide the values of
the output layers, within acceptable accuracy (low error margins). The iterative process of
assigning weights is called training. Equation (5) shows a generic neuron j in a hidden
layer, where wl-hj is the weight that connects the i neuron of the current layer to the j™
neuron of the following layer, x!* is the input variable, b is the bias associated with the j
neuron to adjust the output along with the weighted sum, and f is the activation function
(Mostafa et al., 2022). Equations (6) and (7) provide some of the commonly adopted
activation functions, the tangent sigmoid and logarithmic sigmoid, respectively.

) =[Skl ol + 1) ®
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(1+e~w)

fw =

(")

In this study, the Levenberg—Marquardt backpropagation algorithm (Hagan and Menhaj,
1994, Marquardt, 1963) is adopted to perform the training. The algorithm consists of two
steps: (a) feed-forward weight values are determined to calculate the error by minimizing
the least squares error function, and (b) propagating back the error to previous layers and
checking if the error value falls outside the acceptable error margin. This iterative process
(epoch) of backpropagation is repeated until the errors from the interconnecting weights
are within the acceptable error margin. The fixed interconnecting weights now form a
neural network which can be used to predict complex problems with certain accuracy. A
schematic diagram of the whole training process is shown in figure 3.

Input layer Hidden layers Outer layer
lxl Ihl Iyl
hl h2
® [}

/D

X1 2
% ® -~ @
X .
é .. \ ® Y
: ® ]
X3 % ;
® L]

Figure 2: Feed-forward neural network architecture.



295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329

Build Predict

————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————

[l

ML model

¥

Testing
dataset

Learning Performance
algorithm evaluation

I Initial Training :
' data dataset i
T Feedback No ' - '

Figure 3: Typical workflow of machine learning (Thai, 2022).

4. The proposed data-driven scheme

The implementation in this article of data-driven structural analysis for masonry arches
using machine learning principles, involves the use of a commercial finite element
software (Abaqus) as well as Matlab (Matlab, 2021) and Python. A code developed in
Matlab is the pillar of the procedure, since it provides the overall definition of the
parameters used by the finite element models, it establishes the connection with the
parametric finite element model, and it implements machine learning. In Appendix 9.1 of
the article, descriptions for this Matlab code are given.

The finite element software is only used to conduct the parametric structural simulations
of masonry arches. A Python script is also introduced within the Matlab code, to call the
finite element model without opening the GUI of the finite element software.
Descriptions for this Python script are provided in Appendix 9.2 of the article. The details
of the proposed scheme are presented below:

e In the first step, a Matlab script (Appendix 9.1) is developed to define the
geometry of the masonry arch and extract the (x) and (y) coordinates of the
vertices of the individual stone blocks that make up the structure. The span of the
arch and the thickness of the masonry blocks are the parameters introduced to
define the geometry and used in the parametric investigation. The extracted
coordinates are saved in a text file.

e In the second step, the Matlab script calls a Python script with the finite element
model (Appendix 9.2), derived from the commercial finite element software,
without the need to open the GUI of the software. The Python script initiates the
solution for the discrete finite element model of the masonry arch, which is
generated by reading the coordinates from the text file (previous step). All the
details of the non-linear finite element model are included in the Python script,
namely, the boundary conditions (fixed supports), the applied loads (step-1: self-
weight and, step-2: a vertical point load applied at ¥ of span), the mesh (bilinear
quadrilateral elements with size equal to 0.05m), and the unilateral
contact/friction laws between the stones.

e In the third step, a second Matlab script (Appendix 9.3) calls the finite element
software and runs a second Python script (Appendix 9.4) which extracts results
from the finite element analysis solutions. The results extracted, include the (x)

9
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and (y) displacements of the four vertices of each stone block after the completion
of the first and second loading steps (self-weight only and self-weight plus
vertical point load, respectively), and the ultimate load at collapse. It is noted that
these (x) and (y) displacements are used to determine the deformed shape of the
arch, after the end of each finite element analysis.

e In the fourth step, the results obtained from the finite element models are sorted
and stored as mat files (Matlab) to form databases. These databases are trained
using an artificial neural network which can then be used to predict the structural
response of any masonry arch within the range of the database values.

A flowchart illustrating the steps of the whole process is shown in figure 4. The path
marked by the dashed-line (red) arrows in figure 4 shows the workflow/application of the
trained neural network.

All the simulations were run on a computer with quad-core Intel® Xeon E5520 at 2.266
GHz and 16 GB RAM. The computational time needed to predict the structural response
using the trained neural networks is about 25.5s.

r r
| | ! :
i i i i
! Defines (x) and (y) ! H Python Scripts: !
H Input: | coordinates of each 1 H o Build and solve !
H Span and thickness "| stone that make up ! i g finite element !
i T the structure H i models !
! . 1 ! 1
1 1

| ' ] : i
! h 4 I H v 1
I Defines the (x) and ! I - !
i . L . H 1 Python scripts: !
i Machine learning: (y) coordinates of H i Extract (x) and (y) H
1 Training dataset | each stone that | | 1 [extract {xj anc ly -
1 . < | + displacement of each 1
1 and developing the make up the H 1 ) H
! i ! stone and ultimate load at 1
! neural network structure after load 1 ! 1
i - i ! collapse i
! : application ! H !
1 1

| ' = | =
| v i : E
i Prediction of ! H !
i Structural ! i !
i Response H i H
.............................................. =1 S —

Figure 4: Flowchart of the proposed workflow.

5. Details of the parametric finite element analysis simulations

In this work, unilateral contact-friction interfaces are introduced between adjacent blocks
to simulate the failure modes which are shown in figure 1. Sliding and/or opening of
these interfaces, lead to the formation of hinges (the thrust line falls outside the section of
the stone), depicting failure for two-dimensional masonry arches. To solve this unilateral
contact—friction problem, the Lagrange multipliers method is adopted for simulating
opening in the normal direction of the interfaces and the penalty method is used for

10
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simulating sliding in the tangential direction. In addition, a surface-to-surface
discretization is adopted for the masonry surfaces (edges) at each unilateral contact and
friction interface. Due to the introduction of the unilateral-contact and friction interfaces
the finite element model is non-linear, noticing that no material non-linearity and small
displacement analysis are also considered. The Newton-Raphson incremental-iterative
procedure is used to solve this problem.

To implement the parametric finite element simulations and generate the datasets, 1862
non-linear finite element models of circular arches and 550 models of parabolic arches
have been developed to provide a holistic insight in the structural response of masonry
arches, emphasizing in potential collapse mechanisms. Within the adopted discrete
approach, 20 two-dimensional masonry blocks have been used to create each masonry
arch. It is noted that in previous studies (Charalambidi et al., 2022, Tapkin et al., 2022), it
has been shown that using more blocks than a chosen number, may not significantly
affect the structural response, while it can increase the computational cost.

Due to its low tensile resistance, the mortar is neglected in the models developed for this
study. Two steps are used to introduce static loads on the structure: the first step
introduces a pure gravity load to simulate the state of inertia of the structure and the
second step adds an incrementally applied point load at ¥ of the span.

Concerning the failure response of the masonry arches, as this arises from the used
discrete finite element models, it is noticed that the ultimate strength is reached when
parts of the structure lose contact and develop rigid body displacements. This happens
due to the fact that the defined unilateral contact/friction boundary constraints (assigned
between stones) become insufficient to equilibrate the loaded structure. On the numerical
model, as collapse is being reached, at least one zero eigenvalue on the tangential
stiffness matrix is introduced which makes the analysis unstable.

6. Building the artificial neural networks

In this study, three neural networks have been trained, validated and tested to predict the
structural response of circular masonry arches. Each trained neural network will provide
a different insight about the structural behaviour of the arch. The first neural network will
be used to predict the deformed geometry of the structure when subjected to self-weight
only. The second neural network will predict the deformed geometry when the structure
is subjected to self-weight plus a vertical load applied at ¥ of span. The third neural
network will be used to predict the ultimate (failure) load at collapse, when the structure
is subjected to self-weight plus a vertical load applied at ¥ of span. The same process is
repeated, and another three neural networks are also trained, to predict the response of
parabolic arches. Then, a variable is introduced in a Matlab script, to establish the
connection between the chosen shape, circular or parabolic, and the corresponding
trained neural networks. For example, when the user selects this variable to be equal to
“circular”, the trained neural networks which correspond to the circular arch datasets is
called and predict the response of a random arch geometry. A similar process is followed
for a parabolic arch shape or any other arch shape that may potentially be added to the
dataset to widen the scope of the scheme.

To train the mentioned artificial neural networks, results derived from the finite element
simulations, were extracted and used. In the input layer of each neural network are added
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the span and thickness of the masonry blocks representing the initial geometry of each
arch. Figure 5 shows Matlab plots of the vertices that make up the intrados and extrados
of 5.0m span and 0.25m masonry ring thicknesses for a circular and a parabolic shape.

In the output layer of the first two neural networks, are included the x- and y-
displacements of each vertex on each of the 20 individual masonry stones, representing
the deformed geometry at the end of each loading step of the finite element analysis.

In particular, the x- and y- displacements values at the end of loading step-1 were used to
build the neural network that predicts the deformation of the structure when subjected to
self-weight only and the x- and y- displacements values at the end of loading step-2 were
used to build the neural network that predicts the deformation of the structure when
subjected to self-weight plus a vertical point load.

In the third neural network, the output layer was defined by the ultimate load which is
obtained at the end of the finite element analysis. Figure 6 shows the deformation of a
5.0m span circular arch with 0.25m thickness, subjected to self-weight and a vertical load
applied at ¥4 of the span. This figure is derived from one of the parametric finite element
simulations, developed to create the databases that will be used to train the artificial
neural networks. It is noted, that the opening and sliding between the masonry blocks as
depicted in figure 6, can also be predicted and shown by the trained neural networks.

Height (m}
Height {rm)

Span {m)

(a) (b)
Figure 1: Matlab plot of the vertices that make up the intrados and extrados of a) a circular and b) a
parabolic arch with 5m span and 0.25m ring thickness.
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Figure 2: Deformation of 5m span arch with 0.25m thickness subjected to self-weight and a
vertical load applied at 1/4 of the span.

6.1 Methodology and parameters adopted to train the artificial neural networks

In this study, the Levenberg-Marquardt algorithm is adopted to train the neural networks.
This is considered as one of the fastest training algorithms (Matlab, 2021) but requires
more memory than other techniques available. It uses Jacobian matrix to compute the
solution and assumes that the performance function is the mean or sum of square errors.
Like the quasi-Newton methods, second-order training speed can be achieved without
solving the Hessian matrix (Liu et al., 2021). The Hessian matrix is approximated by
equation (8) when the performance function is provided by the sum of squares errors and
the gradient can be computed as Jacobian matrix multiplied by the vector of network
errors, see equation (9).

Equation (10) shows how the Levenberg-Marquardt algorithms approximate the Hessian
matrix (Hagan and Menhaj, 1994, Hagan et al., 1997) by combining the Gradient Descent
and Newton-Raphson method. When p is zero, equation (10) is transformed to Newton’s
method, using the approximate Hessian matrix. When u is large, equation (10) forms
Gradient Descent with a small step size. The algorithm is faster and more accurate when
p is small since Newton’s method is quick when approaching the true value. With each
successful iteration (epoch), the performance function is reduced unless the tentative step
is not successful thus increasing the performance function. The aim to keep reducing u
makes the algorithm fast.

Table 1 shows the parameters used to train the neural networks. It should be noted that
the neural networks were re-trained multiple times to improve the results, since during re-
training different initial conditions and sampling were considered. The 70/15/15 rule was
used during the training process, which states that 70% of the dataset is used for training,
15% is used for validating the neural network and the remaining 15% is reserved for
testing the neural network.

H=]"] (8)
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In equations (8)-(10), H is the approximated Hessian matrix, J is the Jacobian matrix, g is
the gradient, I is the identity matrix, e is the vector of network errors, and wu. is the
adaptive value.

Table 1: Parameters used to train the neural networks.

Parameter name Value
Number of neurons in hidden layer 40
Maximum number of epochs to train 1000
Performance goal 0
Maximum validation failures 100
Minimum performance gradient le-7
Maximum value for u 1e10
Initial u 0.001
Decrease factor for u 0.1
Increase factor for u 10

6.2 Using the artificial neural networks

After training, validating, and testing the neural networks, they can be used to predict the
structural response. The final deformed geometry of the structure is practically
determined using equation (11) where u, is the vector of coordinates of the vertices of the
masonry blocks depicting the undeformed geometry before any load is applied, u; is the
vector of the displacements of the vertices of the masonry blocks after the load
application and C is a user defined scale factor to ensure the deformation of the structure
is easily visible. The vector u; is predicted by the neural network and is dependent on the
geometry of the structure and the load application.

Figure 7 shows the deformation of a 5.0m circular span arch with 0.25m thickness,
subjected to self-weight and a vertical load applied at ¥4 of the span, as derived by using
the equation (11). A scale factor of 100 is used in this example so that the hinge
formation can easily be seen. It should be emphasized that figure 7 indicates the capacity
of the proposed approach to predict the deformed shape and the collapse mechanism of a
masonry arch for a random geometry, using the proposed data-driven scheme. The
Matlab code which is used to generate the deformed geometry, with inputs the vectors of
the initial coordinates of the vertices of the masonry blocks u, and the vector u; of the
displacements of the vertices of the masonry blocks after the load application, is given in
Appendix 9.5.

U =1u, + C.uyy (11)
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Figure 3: Deformation of 5m circular span arch with 0.25m thickness subjected to self-weight and a vertical
load applied at 1/4 of the span, as derived by using equation (7).

7. Results and discussions

In this section, the performance and training accuracy of the developed neural networks
are discussed. Then, it is shown how the trained neural networks can be used to predict
the structural response of masonry arches of random geometry. Relevant results are
provided and compared with existing output from literature.

7.1 Performance of the trained artificial neural networks
7.1.1 Circular arches

Three neural networks, namely, A, B and C, were trained by using 1304 data points,
validated by 279, and tested by 279 data points respectively. In all neural networks, 2
input variables were used, namely, the span and the thickness of the masonry blocks that
represent the arch geometry. In the first 2 neural networks (A and B) which are used to
predict the deformed geometry under self-weight or self-weight and vertical loading, 160
output variables were used, namely, the displacements of the vertices of each of the 20
individual blocks making up the arches: 20 blocks x 4 vertices per block x 2
displacements per vertex. The deformed geometry of the arches can then be determined
using theses 160 output variables, according to relation (11). In the third neural network
(©), 1 output variable is considered, namely, the ultimate load.

In table 2, are provided details related to the training of the three neural networks. The
neural network A in table 2 refers to the neural network that predicts the deformation due
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to self-weight only, the neural network B refers to the one predicting the deformation due
to self-weight and a vertical point load and the neural network C refers to the neural
network that predicts the ultimate load at collapse.

Regarding the training times given in table 2, neural network C depicted a shorter
training time as compared to the other two networks, since the output layer of network C
had only one variable, the ultimate load at collapse, comparing to the 160 variables of the
output layer of the neural networks A and B of table 2.

As shown in table 2, the training, validation, and testing of the neural networks are
accurate, with neural networks A and C showing more than 98% accuracy and with
neural network B showing more than 95% accuracy. The neural networks were trained
four times to increase accuracy, with each proceeding training done from the previously
trained neural network without reinitializing and starting weights from zero. In addition,
the mean squared error obtained from the training of the networks is very small.

Table 2: Summary information from the training process of the three neural networks (circular arches).

Neural Network A | Neural Network B | Neural Network C
Training time 1hr:10min:04sec 2hr:26min:41sec 15min:12sec
Iterations of 19 126 218
train(epoch)
Training accuracy 98.63% 95.92% 99.23%
Validation accuracy 99.91% 96.14% 99.15%
Testing accuracy 99.86% 94.91% 99.26%
Mean Squared 0.0001% 0.039% 0.0005%
Error (MSE)

Figures 8-10, show the regression plots for the training, validation and testing of the
neural networks and how the trained neural network fit the dataset. From these figures, it
is observed that the regression for training, validation and testing of the neural networks
is almost 1, with 1 representing zero error in the trained neural network.
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Figure 4: Regression plot for neural network A (circular arches).
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Figure 5: Regression plot for neural network B (circular arches).
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Figure 6: Regression plot for neural network C (circular arches).
7.1.2 Parabolic arches

In table 3 are provided details related to the training of the three neural networks. As
previously mentioned, the neural network A in table 3 refers to the neural network that
predicts the deformation due to self-weight only, the neural network B refers to the one
predicting the deformation due to self-weight and a vertical point load and the neural
network C refers to the neural network that predicts the ultimate load at collapse.
Regarding the training times given in table 3, neural network C depicted a shorter
training time as compared to the other two networks, since the output layer of network C
had only one variable, the ultimate load at collapse, comparing to the 160 variables of the
output layer of the neural networks A and B of table 3.

As shown in table 3, the training, validation, and testing of the neural networks are
accurate, with neural networks A and C showing more than 99% accuracy and with
neural network B showing more than 98% accuracy. The neural networks were trained
four times to increase accuracy, with each proceeding training done from the previously
trained neural network without reinitializing and starting weights from zero. In addition,
the mean squared error obtained from the training of the networks is very small.
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Table 3: Summary information from the training process of the three neural networks (parabolic arches).

Neural Network A

Neural Network B

Neural Network C

Training time 46min:30sec 4hr:29min:15sec 15min:12sec
Iterations of 9 54 471
train(epoch)

Training accuracy 99.32% 98.79% 99.99%
Validation accuracy 99.34% 98.63% 99.96%
Testing accuracy 98.89% 98.63% 99.999%
Mean Squared 0.0005% 0.0002% 0.00001%

Error (MSE)

Figures 11-13, show the regression plots for the training, validation and testing of the
neural networks and how the trained neural network fit the dataset. From these figures, it
is observed that the regression for training, validation and testing of the neural networks

is almost 1, with 1 representing zero error in the trained neural network.
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Figure 11: Regression plot for neural network A (parabolic arches).
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7.2 Predicting the response of random masonry arches using the proposed data-driven

scheme

This section investigates the structural behaviour of eight masonry arches, six circular
and two parabolic arches, as predicted by the trained neural networks. The dimensions of
the selected structures are within the range of the dataset values (1.5m-to-50m span, and
0.1m-to-1m masonry ring thickness). For the masonry arch geometries 5, 6 and 7 shown
in table 4, the predicted by the proposed metamodel collapse mechanism and ultimate
load, are compared with the results obtained from finite element analysis using
commercial software.

In addition, arches 1 and 3 in table 4 are based on the minimum stone thickness for a
circular arch to maintain stability under self-weight as proposed by (Couplet, 1729) and
(Milankovitch, 1904, Milankovitch, 1907), respectively. (Couplet, 1729) proposed that
the theoretical minimum thickness, t, of a circular masonry arch with radius, R, should be
t/R=0.1075. Several years later, (Milankovitch, 1904, Milankovitch, 1907) proposed that
the theoretical minimum thickness for a monolith arch should is t/R=0.10748.

In table 4 below, are provided the geometry of the selected arches as well as the ultimate
load at collapse, which is predicted from the neural networks, when a vertical point load
is applied at the quarter span.

Table 4: Geometry of masonry arches tested on neural networks and predicted ultimate load.

Span Height Stone Ultimate Load Source
Name (m) (m) thickness (kN)
(m)

Arch 1 2.3 1.15 0.12 0 (Couplet, 1729)
(circular)

Arch 2 16.0 8.0 1.0 100 -
(circular)

Arch 3 6.0 3.0 0.32 13.4 (Milankovitch,
(circular) 1904,

Milankovitch,
1907)

Arch 4 12.0 6.0 0.5 9.1 -
(circular)

Arch 5 20.2 10.1 0.84 35.9 -
(circular)

Arch 6 10.4 5.2 0.45 8.8 -
(circular)

Arch 7 10.4 5.2 0.82 96.05 -
(parabolic)

Arch 8 15.25 7.63 0.45 20.7 -
(parabolic)

The deformed shape of the arch 1 which is presented in figure 14, shows that the arch is
highly unstable, since it collapses under its self-weight. It is noted that the deformation of
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this arch is derived using the neural network which predicts the deformation due to the
self-weight loading (neural network A of table 2). Then, once the neural network which
predicts the ultimate load is used (neural network C of table 2), a zero load is obtained. A
classical hinge failure mechanism of 5 hinges is obtained due to self-weight loading. This
is a potential type of collapse, as found in literature when a symmetric, circular arch is
subjected to symmetrical loading, e.g. self-weight (Cocchetti et al., 2012, Foce and
Huerta, 2005, Heyman, 1995). A similar, five-hinge collapse mechanism is depicted in
Figure 15 for a circular arch with the theoretical minimum thickness, as proposed in
(Milankovitch, 1904, Milankovitch, 1907, Couplet, 1729).
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Figure 14: Deformation (m) of the arch 1 of table 4 (2.3m span, 0.12m thickness) due to self-
weight only, when scale factor = 200.
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Figure 75: Five hinge mechanism for a circular masonry arch under self-weight based on
literature. (McLean et al., 2021).
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616 In figures 16-17, the deformed geometries of the arch 2 of table 4 due to self-weight only,
617 as well as due to self-weight and a vertical point load, are shown. From the deformed
618 shape due to self-weight (figure 16), is noticed that no hinge formation can be seen.
619  According to figure 17, though some hinges have been developed in the arch, the four
620  hinges mechanism is not fully developed at this load level, indicating that the arch is able
621  to fully support the total applied load.
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Figure 16: Deformation (m) of the arch 2 of table 4 (16m span, 1.0m thickness) due to self-
weight only, when scale factor = 1. 24
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Figure 17: Deformation (m) of the arch 2 of table 4 (16m span, 1.0m thickness) due to self-weight and
vertical load, when scale factor = 100.

In figures 18 and 20, the deformed geometries of arches 3 and 4 due to self-weight only
are shown. These are followed by figures 19 and 21 depicting the deformed geometry of
the same arches, due to self-weight and the vertical point load. When arches 3 and 4 are
subjected to self-weight and a vertical point load, the deformed shapes of both arches as
shown in figures 19 and 21, indicate that the four-hinge mechanism is developed. Thus,
the arches fail to support the overall vertical load. The predicted ultimate loads at
collapse, as obtained by the neural network C of table 2, are 13.4kN and 9.1kN for arches
3 and 4, respectively.
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Figure 18: Deformation (m) of the arch 3 of table 4 (6m span, 0.32m thickness) due to self-
weight only, when scale factor = 300.
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Figure 19: Deformation (m) of the arch 3 of table 4 (6m span, 0.32m thickness) due to self-weight and
vertical load, when scale factor = 100.
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Figure 20: Deformation (m) of the arch 4 of table 4 (12.0m span, 0.5m thickness) due to self-weight
only, when scale factor = 300.
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Figure 21: Deformation (m) of the arch 4 of table 4 (12.0m span, 0.5m thickness) due to self-weight
and vertical load, when scale factor = 100.
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In figures 22a and 23a, the deformed geometries of the arch 5 of table 4 due to self-
weight only, as well as due to self-weight and the vertical point load, are shown, as
obtained from the trained neural networks. To provide a comparison of the results which
are derived by the predictions of the trained neural networks, the same arch has been
simulated using finite element analysis implemented by the commercial software. Figures
22b and 23b show the deformed geometry of the arch 5 due to self-weight as well as due
to self-weight and the point load, as obtained by finite element analysis.

The geometry of the arch is stable under its self-weight as a symmetrical 3-hinge
formation can be observed in figure 22. When the arch is subjected to self-weight and a
vertical point load, the classical four-hinge collapse mechanism can be observed in figure
23. The predicted ultimate load (35.9kN, table 4) at collapse is comparable with the
ultimate load (34.1kN) obtained from finite element analysis. It is noted that the ultimate
load predicted by the neural network C of table 2 is slightly overestimated by 5.3%. The
position of hinges, which are depicted in the neural network prediction and in the finite
element analysis results, is also similar.

0
10 - L
R ’i@ gy Vi Q?“‘» U, Magnitude
e P 4 -
e \> 1 y ) N £y
= LA/ oy i
% L”] s A ,/:‘-/ \\)\ EZ'EE%
3 ‘ | N L 15e-03
i i P o e o
) +5.5¢-04
N n I P l HEd
-3
0 5 10 15 20 x10°
Span (m)
@ (b)

Figure 22: Deformation (m) of the arch 5 of table 4 (20.2m span, 0.84m thickness) due to self-weight
only derived (a) from the trained artificial neural network (scale factor= 250), (b) from the finite
element analysis (scale factor= 250).
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Figure 23: Deformation (m) of the arch 5 of table 4 (20.2m span, 0.84m thickness) due to self-weight and a
vertical load derived (a) from the trained artificial neural network (scale factor= 45), (b) from the finite element
analysis (scale factor= 45).

Another example is presented, providing a comparison of the ultimate failure load and
collapse mechanism obtained from finite element analysis and the proposed metamodel.
Figure 24 shows the deformed geometry of arch 6 due to self-weight and vertical point
load as obtained from finite element analysis and as predicted by the neural network B of
table 2, respectively. It can be noted that in both cases, the classical four-hinge collapse
mechanism can be observed. The predicted ultimate load (8.8kN) at collapse is
comparable with the ultimate load (10.4kN) obtained from the finite element model. It is
noted that the ultimate load predicted by the neural network C of table 2 is conservative.
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Figure 24: Deformation (m) of the arch 6 of table 4 (10.4m span, 0.45m thickness) due to self-weight
and a vertical load derived (a) from the trained artificial neural network (scale factor=100), (b) from
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679 To provide a holistic representation of the response of masonry arches obtained from
680 different geometry shapes, results derived for parabolic arches, are presented next. In
681 particular, the prediction of the response of the randomly chosen arch 7 of table 4 is given
682 in figures 25 and 26, for self-weight and vertical point loading, respectively. As shown in
683  these figures, the comparison between the machine learning prediction and finite element
684  analysis is satisfactory in terms of the deformed shape, for both self-weight and vertical
685  point loading, respectively. For the point load, a four-hinge mechanism arises as shown in
686  figure 26. The ultimate load which is obtained from the machine learning scheme is equal
687  to 96.05kN, that is close to the one derived from the finite element simulation (99.33kN).
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701 Figure 25: Deformation (m) of the arch 7 of table 4 (10.4m span, 0.82m thickness) due to self-weight derived (a) from the
702 trained artificial neural network (scale factor=80), (b) from the finite element analysis (scale factor= 80).
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718

719 A last example is presented, providing the ultimate failure load and the collapse
720  mechanism for the parabolic masonry arch 8 (table 4), using the proposed metamodel.
721  Figure 27 shows the deformed geometry of arch 8 due to self-weight loading as well as
722  due to self- weight and a vertical point load, as predicted by the neural networks A and B
723  of table 3, respectively. It is noted that the classical four-hinge collapse mechanism can
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724 be observed in this case too. The predicted ultimate load (20.7kN) is lower than the

725  ultimate load derived for the parabolic arch 7.

726

127 10} 0 10.02

728 I

729

730

731

732

733

734

735

- N N
-4 =L . . . -0.02

738 ° ° Snan (m\10 15 =10 0 5 10 15

739 Span (m)

740 @ (b)

741 Figure 27: Deformation (m) of the arch 8 (15.25m span, 0.45m thickness) obtained from the trained artificial neural network

742 (a) due to self-weight (scale factor=50), (b) due to self-weight and a vertical load (scale factor=50).

743
744 7.3 Summary of the results and datasets output

745

746  An effort to summarize the results provided in the datasets, reflecting holistically the
747  structural response of masonry arches, is made in this section. In particular, it was
748  observed that the structural response of a masonry arch varies with the span and masonry
749  ring thickness. Therefore, both the span and the ring thickness values, which have been
750 tested in the parametric simulations and included in the datasets for circular arches, are
751 provided in figures 28 and 29. In both figures, unstable and stable masonry arch
752  geometries are denoted. The unstable geometries correspond to arches which fail under
753  their self-weight and thus, cannot support any vertical loading. Stable geometries are the
754 ones which support their self-weight and potentially fail under the vertical loading.

755 In figure 28, masonry ring thickness versus span values are provided for unstable and
756  stable geometries. It is shown that for higher spans, ring thicknesses significantly increase
757  in order to provide a stable geometry. For example, for a span of 20m, ring thicknesses
758  higher than 0.75m lead to stable arches.

759 In figure 29, thickness/span ratio versus the number of dataset points, called dataset node
760  values in the graph, are provided for unstable and stable geometries. According to this
761  graph, 400 dataset points from the parametric simulations (approximately) lead to stable
762  masonry geometries, while more than 1300 dataset points lead to unstable geometries. In
763  addition, for a masonry ring thickness to span ratio lower than 0.0383, as indicated by the
764  average line in figure 29, unstable masonry arch geometries arise. For higher values of
765  this ratio, depicting a dispersion of increased thicknesses (or reduced spans), stable
766  masonry arches arise. It is noted that the datasets for stable and unstable masonry arch
767  geometries, providing also the ultimate loads, accompany this article. Relevant
768  descriptions can be found in Appendix 9.6.
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In figure 30, masonry ring thickness versus span values are provided for unstable and
stable parabolic arch geometries. In figure 31, thickness/span ratio versus the number of
dataset points, called dataset node values in the graph, are provided for unstable and
stable parabolic geometries. According to this graph, 500 dataset points from the
parametric simulations (approximately) lead to stable masonry geometries, while more
than 40 dataset points lead to unstable geometries. For a masonry ring thickness to span
ratio lower than 0.01081, as indicated by the average line in figure 31, unstable masonry
arch geometries arise. For higher values of this ratio, depicting a dispersion of increased
thicknesses (or reduced spans), stable masonry arches are obtained.
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Finally, comparisons of the displacements, ultimate loads and computational times, as
obtained from the trained neural networks and finite element simulations, are provided.
Table 5 shows the comparison of the ultimate loads and table 6 presents the comparison
of the maximum displacement in the arch at an intermediate load level (self-weight) and
at the ultimate state. It appears that results obtained from machine learning and finite
element analysis are close.

Table 5: Comparison of ultimate loads obtained from the trained artificial neural networks (ANN) and finite element
analysis (FEM).

Ultimate load from FEM Ultimate load predicted by
Name (kN) ANN (kN)
Arch 5 34.10 35.9
Arch 6 10.40 8.80
Arch 7 99.33 96.05

Table 6: Comparison of displacements, intermediate at the end of self-weight and final displacements at the ultimate

load, obtained from the trained artificial neural networks (ANN) and finite element analysis (FEM).

Intermediate displacement at | Displacement at the ultimate
Name the end of self-weight (mm) load (mm)
ANN FEM ANN FEM
Arch 5 3 3.54 20 36.2
Arch 6 1 1.1 4 6
Arch 7 1.2 1.3 10 11

Data-driven analysis is also efficient in terms of the computation time compared to
traditional finite element analysis, as given in table 7. Within traditional finite element
analysis, it is estimated that an experienced user would need some hours to develop a
model for one masonry arch like those investigated in this study. It is noted that setting
up the model includes modelling the individual stones that make up the geometry of the
arch (probably in CAD environment), assigning material properties to the stones,
applying a surface-to-surface contact-law for each interface between adjacent stones,
assigning boundary conditions, meshing the geometry and applying loads (gravity and
point load). The same steps should be repeated for developing any other, randomly
chosen arch geometry.

Concerning the proposed data-driven scheme, according to tables 2 and 3, some hours are
needed to train the artificial neural networks. Some hours are also needed for the
parametric finite element investigation of the different arch geometries, to create the
datasets. However, this process takes place offline, and thus, it is implemented just once.
When training of the neural networks is complete, the trained neural networks can be
used as ready-to-use tools, in order to predict the response of random arches. According
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to table 7, a trained neural network can make a prediction of the ultimate load and
collapse mechanism in less than a minute.

Table 7: Comparison of the computation time which is needed to use an artificial neural networks (ANN) and run a
finite element (FEM) simulation.

Computational time for one Computational time for one
Name FEM simulation (minutes) ANN prediction (minutes)
Arch 5 11.3 0.4
Arch 6 2.1 0.4
Arch 7 0.5 0.4

8. Conclusions

A data-driven methodology, relying on machine learning and finite element analysis is
proposed in this article, to investigate the structural behaviour of masonry arches. The
structures are subjected to two loading steps, the self-weight and the self-weight plus a
vertical point load applied at the quarter span. Parametric, non-linear finite element
simulations were conducted to generate datasets providing the ultimate response. These
datasets were then used to train artificial neural networks which stand as metamodels,
providing the ultimate load and the collapse mechanism of random masonry arches.
Two-dimensional geometries of masonry arches were developed using a Matlab script,
where the coordinates of each of the vertices of the masonry stones is extracted. The
structural, finite element models were created using Python scripts called within Matlab
to drive, a commercial finite-element software. The Python scripts provide the geometry
of the structure by reading the extracted coordinates of the masonry stones vertices. The
script also adds the mechanical boundary conditions, the subjected loads, and a unilateral
law, used to simulate potential damage due to opening/sliding (contact-friction) between
the masonry stones. Due to the nonlinearity of the models, the Newton—Raphson
incremental—iterative process was used to solve the numerical problem. Python scripts
within Matlab were also used to extract the results from the models. A total of 1862
dataset points for circular and 550 dataset points for parabolic arch shapes were used to
train the neural networks. The training, validation and testing of the network neural
networks were within acceptable tolerance.

The investigation shows that the proposed data-driven structural analysis of masonry
arches can be used to provide accurate representation of the ultimate, failure response.
The developed metamodel, can be used to predict the response of random masonry
arches. The methodology can be extended to more complex three-dimensional
geometries.

The article also proposes a numerical scheme to generate numerical datasets using Matlab
and Python scripts as well as commercial finite element software. A complete set of
relevant codes accompanies the article. Relevant descriptions can be found in the
Appendix of the article.

The following conclusions can also be drawn:
e Machine learning can be a useful structural tool, in solving highly complex
structural problems within a few seconds.
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e The deformed geometries of the arches, which are predicted from the proposed
process, are comparable with literature as well as with results obtained from finite
element analysis.

e The developed structural tool can be used to investigate the structural behaviour
of masonry arches without the need for extensive computational cost. Once the
metamodel is built, predictions of the structural response can be provided in few
seconds. Little or no structural knowledge is required since inputs of the
metamodels are the span and the ring thickness of the structure. Thus, the
proposed methodology can be extended and used for a first, fast and accurate
representation of the ultimate response of similar structural systems.

Future work may involve the incorporation of image identification algorithms to the
developed neural networks. With an image identification algorithm added, a photograph
of a masonry arch can simply be supplied, read the geometry of the structure and feed it
to the developed machine learning tool to predict the structural response. This would
make the proposed methodology useful in structural health monitoring and site
assessment for masonry arches. A system that quickly evaluates the remaining strength
using these concepts could be helpful for the maintenance of these structures or during
emergency situations after earthquakes or other disasters.

9. Appendices

In this section are provided descriptions of the source codes which have been developed
to generate the dataset points for circular arch shapes. The interested reader can use, as
well as extend the codes, for instance to generate more sophisticated (e.g. three-
dimensional) geometries. All the source Matlab and Python files that have been used to
create the parametric finite element simulations, as well as the datasets which have been
used to train the artificial neural networks, accompany this article.

9.1 Central Matlab script

The central code in Matlab, which is used to create the parametric investigation of several
geometries of masonry arches, is included in the Matlab script: Appendix-1.m.

Within this script, the commercial finite element software (Abaqus) is called, using a
Python script (Appendix-2.py), to run a non-linear finite element simulation, for each arch
geometry. The coordinates of the four vertices of each masonry block of each arch, are
generated in Appendix-1.m script and saved in .txt files.

9.2 Python script implementing non-linear finite element analysis

The Python code, which is used to implement the non-linear finite element analysis of
each parametric masonry arch geometry, is provided in the Python script: Appendix-2.py.
Each parametric geometry, defined in Appendix-1.m script, is imported in Appendix-2.py
script. In this script, all the steps of a finite element model can also be identified,
including the material properties, the mesh, the loading and boundary conditions, as well
as the unilateral contact-friction interfaces between the masonry blocks.
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9.3 Matlab script generating results

The Matlab code which is used to generate results, is provided in the Matlab script:
Appendix-3.m. Within this script, the commercial finite element software (Abaqus) is
called via a Python script (Appendix-4.py), to provide the solution of the finite element
analysis. Appendix-3.m script also runs a built-in code which reads the ultimate load
obtained from the output files of the finite element simulations, generated in the previous
steps.

9.4 Python script generating results

The Python code, which is used to extract the results from the finite element simulations,
is included in the Python script: Appendix-4.py. The extracted results are the
displacements at the four vertices of each masonry block.

9.5 Matlab script generating the deformed geometry of each masonry arch

The Matlab code, which is used to generate and visualize the deformed geometry of each
masonry arch, is included in the Matlab script: Appendix-5.m. Inputs to generate one
geometry, are the initial coordinates of the four vertices of each masonry block, as well as
the displacements of the vertices of the masonry blocks at the end of each finite element
simulation.

9.6 Datasets

The generated datasets, which have been used to train the artificial neural networks are
also attached to this article in the form of an Excel spreadsheet. In particular, the datasets
corresponding to circular arch shapes are included in DataSet.xIsx spreadsheet, while
those corresponding to parabolic arch shapes are given in DataSetParabolic.xIsx. Within
the datasets, stable and unstable geometries are identified.

At each column of the Excel spreadsheets, the following dataset points, derived from
each parametric simulation, are provided: span of the masonry arch, thickness, ultimate
load, thickness/span ratio, deformed geometry of the arch due to self-weight, deformed of
the arch due to point load (for the stable geometries).
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