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Abstract

This paper proposes a three-dimensional image visualization process to face-drawing three-dimensional image
reconstruction algorithm to obtain the data field with three-dimensional space, using color adjustment based on global
color correction and local Poisson fusion to optimize the splicing seams between the texture color blocks and updating
the visualization technology of three-dimensional images. Divide the digital display design and create a virtual reality
visualization display using 3D modeling in combination with the new media environment. Propose design steps to
visualize virtual reality three-dimensional images in the new media environment by combining the key algorithms of
three-dimensional image visualization from the previous section. Combined with the application of new media displaying
3D images, the concept of artifact shape in reconstructed images is proposed to analyze the quality of 3D image
reconstruction by taking the Herman model and Sheep-Logan model as the research object. Test experiments are
conducted to examine the visual impact of texture mapping algorithms, and different sampling intervals are set to measure
the drawing time of 3D reconstruction. For the data size and number of pictures of other organizations, the processing
time of the 3D image reconstruction algorithm based on surface drawing is no more than 2s. The denser the sampling
points are, the higher the degree of fitting, the more complete the preservation of isosurface information is, the finer the
effect of 3D reconstruction, and the higher the quality of the image.

Keywords: Three-dimensional image reconstruction; Virtual reality; Texture mapping algorithm; Visualization
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1 Introduction

In the past decade, with the continuous improvement of the computing performance of devices, virtual
reality technology has been developed rapidly [1]. Virtual reality technology not only brings three-
dimensional simulation of visual perception for human beings but also can bring simulation of
feelings in hearing, touch, smell, and other aspects [2-3]. Image-based 3D reconstruction algorithm
is the key technology of virtual reality technology and a hot direction of recent research, which can
improve the user experience and enhance the efficiency of human-computer interaction [4-5].

Three-dimensional image reconstruction belongs to the field of computer vision; the image has
irregularity, and it is easy to be interfered with by noise in the reconstruction process, so three-
dimensional image reconstruction has greater difficulty [6-7]. The traditional digital holography
method applied to three-dimensional image reconstruction utilizes the drawing method of the graphic
feature body to obtain the coefficient point cloud in the digital holographic image to realize the three-
dimensional reconstruction of the image [8-9]. Although the 3D image reconstructed by the digital
holography method has better smoothness, the computational process is complicated, it is easy to be
interfered with by the outside world, and it has poor robustness [10]. In addition, the 3D image
reconstruction method of active polarization imaging extracts image features with a high degree of
similarity to the target shape by constructing a reconstruction template shape and realizes 3D image
reconstruction by using the deformation displacement vector compensation method [11-12]. Although
the dynamic polarization imaging method takes less time, the statistical information expression ability
of the reconstructed image is poor, and the clarity is low [13]. Compared with traditional 3D image
reconstruction, visualization reconstruction using virtual reality technology can display the internal
information of the image more clearly and improve the ability to express the statistical data of the
image [14-16].

Literature [17] proposed a virtual reality-based 3D image reconstruction method to detect 3D
morphological features of marine plankton, which firstly utilizes two cameras to collect image data
from different angles, then calculates the deviation of the image feature points based on the stereo
matching results, and operates the principle of triangle similarity to mine the depth information.
Literature [18] in the high-resolution 3D object reconstruction study found that by incorporating an
edge computing framework, 3D reconstruction based on deep learning can realize intelligent
processing of edges. Literature [19] Based on a multi-camera capture system with a modular setup
for high-quality 3D reconstruction of dynamic real-world objects, its proposed algorithm obtains the
most realistic natural representation. It is easily integrated with augmented display and virtual reality
applications. Literature [20] addresses the 3D point cloud alignment problem by applying the method
of local angular statistical histograms to form a description of the local geometry, which is augmented
by an algorithm that first detects the triangular matching points and aggregates them into a set of
matching points, and then calculates multiple transformations between the two point clouds, and
finally determines the optimal transformations by using the error function. Literature [21] developed
an end-to-end shape-aware scatter matching network incorporating shape mask information in order
to improve the accuracy and completeness of parallax computation in cross-domain applications, and
the learning algorithm makes it possible to still have high sample accuracy in different cross-domain
scenarios. Literature [22] based on multi-view object 3D reconstruction neural network realizes the
smooth conversion of object modeling from 2D to 3D features. It is able to accurately recover the 3D
features of the object by 2D features, which improves the performance of single-view reconstruction.
Literature [23] adopts a mesh motion statistical feature matching algorithm to obtain highly accurate
3D model reconstruction in low texture scenes, which determines whether the matching is correct or
not by calculating the number of matching points in the neighborhood.
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This paper proposes a voxel-based face-drawn method for reconstructing 3D images, which treats the
3D image as a sampling result of a 3D discrete data field and extracts step-edge surfaces using a
gradient function. Propose a texture mapping algorithm to remove irrelevant files, reduce the number
of faces in the model, and update the 3D image visualization. Design the steps for virtual reality
visualization display based on 3D modeling, combine new media application data, and propose
metrics for assessing image quality. Herman model and Sheep-Logan model are selected as research
objects to evaluate the reconstructed image quality of the 3D image reconstruction algorithm based
on face drawing, statistically calculate the preprocessing time for human image reconstruction under
different data sizes, calculate the time required for 3D reconstruction under different sampling
intervals, and detect the quality of visualization display of 3D images in the new media environment.

2  Three-dimensional image visualization techniques

2.1 3D Visualization Process
1) Some basic concepts in 3D visualization, such as body data and voxels.

Body data can be defined as a sampling function in a discrete bounded 3D space. This kind of voxel
data is said to be regularly structured if the sampling is regularly structured. In most cases, the voxel
data is regularly structured, i.e., the sampling is uniform in all three directions of the space. This data
is described as a three-dimensional discrete image and can be depicted as:

X=X, %, % (X=X, =AX)

f(x,y,z),Whichqy=y,V,,---. Yo (Y= Yia =A4y) 1)
2=12,2,,2,; (2—-2.,=A7)
Sampling Points and Sampling Values A sampling point is the spatial location of a sample. The sample
value is a quantized value of some physical property of the substance at the sampling point. For
example, in a CT image, the sampling value represents the degree of absorption of X light by the
substance.

A voxel is defined as a small rectangular region. Its length, width, and height are the sampling spacing
in each of the three directions.

2) The process of 3D visualization is shown in Fig. 1, where a real object/computer model is
used to obtain the voxel data, and a 2D display image with 3D realism is drawn using 3D
digital image segmentation technology voxels.
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Figure 1. Three-dimensional visualization process
2.2 Key algorithms for visualization

2.2.1 3D Image Reconstruction

Two-dimensional images are not able to be displayed directly and intuitively on a computer screen,
unlike two-dimensional images. The use of visualization techniques to image three-dimensional
photos results in a two-dimensional visual image that has a three-dimensional stereo sense and reflects
the two-dimensional structure [24-26].

There are two methods to obtain a data field with three-dimensional space: body plotting and face
plotting. The main topic of this paper is the face drawing algorithm.

1) Face drawing method on voxels

The equivalent face extraction algorithm deals with data that are three-dimensional orthogonal data
fields, which the following equation can describe:

Fj = F(Xi’yj’zk)(izl"”’NXj =i=1-N k:l,---,Nz) )
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The three-dimensional image can be viewed as a three-dimensional continuous function f(X,Y,2)
that is sampled in a three-dimensional orthogonal data field as a result of spatially sampling the
number of draws S(X,Y,Z) that are ideally & -pulse arrays, sampled at a distance of AX,AY,AZ :

S(X,Y,2)=> > D S(x—iAx, y—iAy,z-iAz) ©)
i=—o0 j=—x k=—0
Among them:
1 xv,z=0
o(xy,2)=
(x.y.2) {O Other @)
The image obtained is:
fo (i, §.k)=f (X y,2)5(x—iAX, y—iAy,z—iAz) (5)

That is, the data is in three dimensions.

The three-dimensional empty data field can be regarded as a cube formed by a regular grid, in which
8 neighboring grid points form a small cubic structure, here called voxel structure, and 8 sampling
points are vertices. The stored small cubes form a continuous sampled data field in 3D space. The
voxel structure is shown in Fig. 2.

The coordinates of the 8 vertices of the voxel are (i, j, k) , (i +1, j, k) , (i, J +1, k) , (i, j, k +1) ,
(i+Lj+1k), (i+L j,k+1), (i, j+Lk+1) and (i+1 j+1Kk+1), so any point within the voxel
can be interpolated by these 8 vertices. For example, if a point t(X, Y, Z) in the voxel has two field
coordinates V,(X,,Yo,2,) and v,(x,Y;,2), then the gray value of t can be calculated by the

following formula:
t:X1_X*y_yo*21_Z*V +X1_X*yl_y’*zl_z*
AX Ay Az Y AX Ay Az

_i_X_XO’\-yl_y”\-zl_z*vz_i_X_XO~ky_y0~kzl_z*v3
AX Ay Az AX Ay Az

Vi

(6)
+X1_X*y_y0*z_20*v +X1_X*y1_yl*z_zo *y
AX Ay Az Y A Ay Az
+X_X0*y1_y*z_20 *y +X_X0*y_y0*z_20 *y\
AX Ay Az % Ak Ay Az
It is obtained by organizing the formulas:
t(x, y,2) =a, +ax+a,y+a,z+a,Xy+a,yz+a,xz+a,xyz @)

Where @, ~ @, is aconstant determined by the coordinates and gray values of the 8 vertices.
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Figure 2. Body structure

From the voxel structure, the spatial data field can be regarded as a collection of sampling points
about a certain physical property in a certain spatial region, and the values of the non-sampling points
are obtained by interpolation of their neighboring sampling points, so the collection of all the points
equal to a certain selected value within this spatial data field is defined as an equivariant surface, and
due to the fact that different substances have different attributes, the equivariant surface can be
expressed as a junction of various substances, that is a The surface of a substance.

An isosurface is a surface in a spatial data field that encompasses all points with the same gray value
in three dimensions and can be described as:

[ [f(xy,2)=d} (8)

Where d denotes the size of the equivalence.

However, not all voxels have equivalent surfaces, only when the voxel’s 8 vertices exist both less
than C points and more than C points, such voxels have equivalent surfaces, on the contrary, all
8 vertices are greater than C or less than C, there is no equivalent surface inside the voxel. Here,

let f(xi,yj,zk):c be an equivariant point, f(Xi,yj,Zk)ZC be a positive point, and

f (Xi, Yir ) <C be a negative point.

There are two general methods of calculating the value of the equivalence surface, the calculation of
the value of the value of the value of the value of the gray scale and the calculation of the value of

the value of the value of the value of the value of the value of the distance. Define d (X, Y, Z) as the
continuous hermitian surface of a three-dimensional image f (X, Y, Z) ,and | (I’) as the equivalence

surface of T (X, Y, Z) , whose value is equal to I .

To determine the value of the equivalence surface using the gray value, the value of the smallest sum
of the squares of the differences between the equivalence I' and the gray values of all points on the

continuous hidden surface d(X, Y, Z) 1s calculated as follows:
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min_[[f(x,y,z)—r]zds,re(o,oo) 9)
By mathematical principles, the value of I' is obtained when the derivative equals 0.
2
Here make F(r)=min, I f(x,y,2)— r} dS , and the value of I at F'(r)=0.

Simplifying the formula gives:

jd(xm f(x,y,2)dS

[ds

From the above equation, the average gray value of all points on the continuous hidden surface

r =

(10)

d(X,Y,2) is the value of this equivalent surface.

2) Extraction of stepped edge surface

This paper defines the 3D image as the result of sampling a 3D discrete data field. Eight adjacent grid
points form a voxel structure, and all voxels are combined into a continuous sampling region of the

3D image data. Therefore, the 3D image can be represented as a 3D concatenated function f(x,y,2),

and then the partial differentials can be derived f (X, Y, Z) along the direction of X.Y,Z the three
coordinate axes, respectively:

aaa a
ox oy oz
The Laplacian function for f(X,Y,Z) is V?f(X,y,z). The gradient function for f(X,Yy,Z) is
VI(X,V,2). Then the Laplacian function for f(X,Y,2) is as follows:

o*t o't of
+ +
o’ oyt orf

VZf(x,y,2)= (12)

The formula for its gradient function is as follows:

) af Y (of ¥ (ef Y
[V £ (x, y,z)H:\/(&j {EJ +(Ej (13)

Where f(X,Y,Z) contains a stepped edge surface described as follows:

{sz(x,y,z)zo

IVE (%, y.2)|2T (14)

T is a set gradient threshold, and this value is taken in the same way as this value of the gradient is
taken in the same way as in the edge detection algorithm. This means that a stepped edge surface
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needs to be an equivalent surface where the Laplace function of special (HVf (X, Y, Z)H ZT) is zero.
Thus a zero Laplace function is not necessarily an edge surface. Typically, stepped edge surfaces do
not pass through the mesh vertices of a 3D image, but between neighboring mesh points. Then the
points on the stepped edge surface V>f(X,y,z)=0 lie between two neighboring network points

whose Laplace function values are of opposite sign and the gradient values of the neighboring
network points should be greater than the gradient threshold T . The mathematical model is read:

{| V2 (%, ¥4, 2,)* V2 (%,,Y,,2,) <0 (15)

VE (%0 Y0 2)[+[VF (%0 Y202, )| 2 2T

In this case, the 3D image function is the result of discrete sampling from the continuous function
f(X,¥,2). In fact, the exact analytic form of the continuous function f(X,¥,2) is not known, and

the values of the gradient and Laplacian function at each of the points sought are obtained by
differencing.

For example, the gradient vector at point (i, j,k) is:

G, (i, j,k)y=f@+1 j,k)- (-1 j,k)
G, (@, j,k)y=1(@, j+Lk)—-f(, j-1k) (16)
G,(, j,k)="10, j,k+D)—-1(, j, k-1

That is, the gradient vector at point (i, j,k) is {GX G, GZ} , its magnitude value is ,/G{ +G] +G. ,
and the value of the Laplacian function at point (i, j,k) is:

L(i, k)= > f(nml)-18%f(i,jk) 17

(n,m,l)eU;q

Here Uy denotes the 18-neighborhood of point (i, j,k):

Uy ={(nm,1):[n—i|+|m— j|+[I —K|

18
=2,n—i|<L|m—j|<1|I-k|<1}-{i, j.k} (18)

2.2.2 Texture Mapping

Texture mapping is an important component of representing virtual environments. In a 3D virtual
scene, texture mapping is not just about enhancing realism. To establish three-dimensional objects in
the scene, it is crucial to significantly reduce the file size. In the current computer hardware and
network environment, the three-dimensional generation of the scene file is often required to minimize
the number of faces of the model for some complex models such as trees, flowers, and plants. The
use of three-dimensional modeling is unrealistic, so it requires the appropriate texture mapping to
solve the problem [27-28].

1) Color Adjustment
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After obtaining the view number corresponding to each triangular face piece, there will be obvious
splicing seams at the boundary of the texture color block after projection. The calculated camera
parameters are not always accurate, which will lead to the reprojection of the image corresponding to
the adjacent triangular face piece being misaligned, which will lead to residual shadows.

Specifically, the steps for global color correction are as follows: first, it must be ensured that each
vertex belongs to only one texture color block. Therefore, each vertex on the seam is copied into two

vertices. Vertex v, belongs to the triangular facet on the left side of the seam, and v belongs

right
to the triangular facet on the right side of the seam, at which point each vertex V has a unique color
before being adjusted f,. After that minimization of Eq. (19) computes a color correction term g,

for each vertex:

2

argmin >’ ( f, +0, —( fo 00, ))2 Jr%Z(gvi -0, ) (19)

9 Vitt +Vright ViVj

Where V;, v, are adjacent vertices within the same color block. The first term ensures that the

Vv,

adjusted color ( f,.. *+ 9y, ) near the left is as similar as possible to the color ( f, +9, ) on the

right. The second term is used to minimize the difference in color adjustment between adjacent
vertices within the same texture color block, which facilitates gradual color adjustment in texture

mapping.

The following describes the content of the center of gravity coordinates needed to interpolate the
color correction term inside the texture color block corresponding to the triangular face piece. Given
the coordinates of the three vertices of triangle ABC, point (x, y), which lies inside the triangle,

can be written in the form of a linear combination of the three vertices of triangle ABC , denoted:

(x,y)=aA+pB+,C

a+pf+y=1 (20)

At this point, (¢, 3,y) is said to be the center of gravity coordinate of point (x,y), and since it is

inside the triangle, each value of the center of gravity coordinate is positive, e.g., the center of gravity
coordinate of point A is (1,0,0). The solution for the center of gravity coordinate can be based on

the ratio of the geometric areas of each of the triangles, and the point inside the triangle divides the
triangle into three small triangles with areas of A,, Ag,and A..

The corresponding coordinates of the center of gravity are calculated as:

AA
g=—
Avt+Ag+ A
_ As
ﬂ_—AA+AB+AC (21)
Y= A
A+ A+ A

With the help of linear algebra triangle area calculation, the above equation can be transformed into:
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o= _(X_XB)(yC_yB)+(y_yB)(XC_XB)
_(XA_XB)(yC_yB)+(yA_yB)(XC_XB)

o (XX )(YamYe ) H(Y = Ye ) (% = %) (22)
—(X5 =X )(Ya = Ye )+ (Ve = Ve ) (Xa —Xc)

y=1l-a-

For practical use, you can use the center of gravity coordinates to interpolate inside the triangle based
on known attributes of the three vertices, such as RGB values, texture coordinates, etc. The formula
is:

V=aV,+Ng + Ve (23)

In this paper, the interpolated value is the color correction term, which is substituted to obtain the
color correction value inside each texture color block. Finally, the correction value is added to the
texture color block to form a new texture color block, which is packed into the texture map, and the
corresponding texture coordinates are attached to each vertex.

2) Local Poisson Fusion

Even with global color adjustment, seams between adjacent texture color blocks cannot be eliminated.
Therefore, after performing global color adjustment, this paper additionally performs local Poisson
fusion.

Only f of the above variables is a function of the function to be solved, i.., the fused image itself.

The goal of fusion is to have f such that the fused image overshoots the boundary in a very natural

way. The authors of the Poisson image editor proved that the essence of this problem is to solve the
following variational problem:

- 2 - *
min ”Q|Vf —v| with f|_=f “ (24)
Where Vf refers to the gradient of the image function f
0, 0
V==, = 25
{ax ay} @

V s the guidance vector field, which here refers to the gradient of the source image. Eq. (24) means
that within the fusion region, the gradient of f is the same as the gradient of the source image, and

at the boundary location of the fusion region, the value of f is the same as the value of the target

image f . The solution of Eq. (24) agrees with the solution of Poisson’s equation of Eq. (26) at
Dirichlet boundary conditions. Namely:

Af =diw over Q, with f|, =f"] (26)

Definition of gradient based on linear algebra:
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v=(u,v)=Vg (27)
Definition of dispersion:
div = o + v (28)
ox oy
Laplace’s definition:
Af = aaj(—: + (Z;—Z (29)

Based on the above definition, the scatter can be converted to Laplacian:

. ou ov
divw=—+—
OX

aXZ ayZ

Thus, the Poisson equation (26) can be transformed into a Laplace filtering result for f  that is equal
to the Laplace result for g, corresponding to Eq:

Af = AgoverQ, withf

o=, (31)

The Laplace operator is defined as:

1
1 -4 1 (32)
1
The formula is:
4fp_zfq:4gp_zgq (33)
aeN, aeN,
Where f_ , g, denote the current pixel and f , g, denote the neighboring pixels. It is

sufficient to express Eq. (33) in matrix form to solve f directly.

In this paper, we limit the Poisson fusion of color blocks to a 20-pixel wide border strip, where fusing
only the strip has higher time and memory efficiency than fusing the entire color block. The outer and
inner edges of this strip are used as boundary conditions for the Poisson equation. The value of each
outer edge pixel is fixed to be the average of the pixel colors in the image corresponding to the color
block and the image corresponding to adjacent color blocks, and the value of each inner edge pixel is
fixed to its current color. If the color block is too small, the inner edge is left out. To obtain the
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bootstrap vector field for the Poisson equation, it is necessary to use the Laplace equation for the
border strip.

For all texture color blocks, linear equations are solved in parallel using the open-source library Eigen.
The factorization is computed once for each color block and used for all color channels, as the
equation’s matrix remains constant. Using this method, local Poisson fusion color adjustment can be
accomplished, which further eliminates the unnatural excesses of the texture on both sides of the
seams and improves the tonal consistency of the texture on the basis of the global color correction.

3 Display design in the new media environment - digital display

3.1 Digital display design

With the application of virtual reality technology, digital interactive technology, multimedia, and
other digital technologies in display design, the modern display design concept has broken through
the traditional idea of display. More humanized digital display design mode will represent the
development direction of display and exhibition.

Digital display design is under the support of new media technology, digital theory as a guide to
display design knowledge as a basis, the use of computers, networks, and other new media means,
engaged in a variety of display activities to achieve the purpose of display.

The computer-based digital display design is distinct from the traditional physical display. The
research scope of digital display design can be divided into the digitalization of physical and virtual
displays.

3.2 Virtual reality visualization display based on the new media environment

3.2.1 Virtual Reality Presentation with 3D Modeling

Virtual reality display design based on three-dimensional modeling refers to the three-dimensional
scene and three-dimensional object model as the basis, generally with the help of professional
modeling software to complete. This modeling method can be more convenient and real performance
of real real-world scenes and objects, but it can also generate animation.

Currently the mainstream three-dimensional modeling software such as 3DSMAX, MAYA, etc. Scene
and object modeling, mapping, and rendering can be done. This virtual reality display is more
powerful and richer.

3.2.2 Design Steps for Virtual Reality Display with 3D Modeling

The design principle of virtual reality display based on three-dimensional modeling is that according
to the needs of the display, through a variety of modeling software, geometric entities to construct
virtual environments, and movement, mapping, and rendering processing in line with the conditions
of virtual reality technology. At present, the mainstream three-dimensional modeling software such
as 3DSMAX, MAYA, etc. Can perform scene and object modeling, mapping, and rendering. Then, it
was imported into the virtual reality production software to realize interactive operation, and finally,
multimedia information integration and output applications.

1) Three-dimensional modeling
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According to the purpose of display design, the designer uses 3D modeling software to design and
produce 3D digital models and carry out relevant optimization.

2) Production of material mapping, rendering

Create texture material or texture mapping for the designed and produced 3D model and set up scene
lighting. According to the requirements of different VR software, adjust the relevant parameters
accordingly.

3) Animation production
Produce the corresponding animation effects and set the scene camera.
4) Interactive production

After completing the above design and output, save it as the corresponding format, import it into VR
software for editing, realize interactive operation, and add multimedia information such as sound
effects, text, navigation interface, etc.

5) Output Release

The virtual design work is completed. Select the type of release for output and put it into practical
application.

4 Visualization of three-dimensional images in the new media environment

4.1 Artifact profiling and quality evaluation in 3D image reconstruction

The purpose of the research in this section is to discuss the artifact shape and quality evaluation in
3D image reconstruction algorithms based on face-drawing design, to analyze the data in conjunction
with the world-recognized Herman model and Sheep-Logan model, and to propose new quantitative
analysis indexes.

4.1.1 Reconstructing artifacts in images

In the inverse projection process, a data point of the projection is made to correspond to a line of the
image, which makes the error of the projection process not to be precisely localized. The error of the
measurement data is often amplified in the reconstruction of the image so that there is a high
probability of artifacts generated by the CT device.

In general, artifacts in CT images can be broadly categorized into four main groups: streak artifacts,
shadow artifacts, ring and strip artifacts, and blending artifacts.

4.1.2 Quality evaluation of reconstructed images

To objectively and quantitatively evaluate the effectiveness of the algorithms and the quality of the
reconstructed images, the widely recognized Herman model and the Sheep-Logan model are used as
research objects.

In this paper, the concept of final measurement accuracy is borrowed and applied to the quality
evaluation of reconstructed images, assuming that p denotes the original model, I' denotes the
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reconstructed image, and p denotes the average value of pixels in the original model p . The size
of the matrices p, I, and p are all mMxN. The following three distance metrics are used as
measures for quality evaluation.

Normalized root mean square distance:

(pi,j_ri,j)z

M:
Ma

d === — (34)
Z( pi,j - p)
i=1 j=1
Normalized absolute mean distance:
Zz‘pi,j _ri,j‘
d, =32 (35)
22 [P
i=1 j=1
Corresponds to the farthest distance of the pixel (2x2 area):
ALY -

1£1£[m/2]

4.1.3 Image reconstruction results

The statistical results of the images derived from the reconstruction of the Herman model and the
Sheep-Logan model are shown in the table below. The common Hamming, Hanning, and Cosine
filters are used for the experiments, and the results of the parallel beam inverse projection
reconstruction are listed as a comparison.

The Herman model’s statistical results can be seen in Fig. 3. The mean values of Hamming filter for
the 3D image reconstruction method based on the surface drawing technique proposed in this paper
and the parallel beam inverse projection reconstruction method are 0.210215 and 0.211125,
respectively. The minimum values of Hanning and Cosine filters are -0.038641 and -0.019365,
respectively, and -0.042155 -0.021532.
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Figure 3. The statistical results of the Herman model

The image statistics of the Sheep-Logan model are shown in Fig. 4. The mean values of the Hamming,
Hanning, and Cosine filters for the two reconstruction methods are 0.0602322 vs. 0.0611233,
0.0645317 vs. 0.0601462, and 0.064350 vs. 0.0602127, respectively, and the difference in their mean

values 1

s smaller.

In summary, the reconstruction results obtained by the Hamming filter are better, both for the image
reconstruction based on the surface-drawing technique used in this paper and for the parallel beam
inverse projection reconstruction. The reconstructed Herman model and Sheep-Logan model both
exhibit some degree of ring and strip artifacts around the image. Still, the reconstruction accuracy of
the central region of the image is relatively high.
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Figure 4. Image statistics of the sheep-logan model
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4.2 Dynamic Texture Large Scale Data Field Body Mapping Presentation

In this paper, the algorithm is tested and experimented with a large amount of new media display
application data, and the experimental platform is NVIDIA GeForce 7800GT with 256MB video
memory, which is realized in C++ and OpenGL.

The performance parameters of the texture drawing algorithm in this paper are shown in Table 1. For
different data sizes of the human body image reconstruction target, the drawing algorithm proposed
in this paper requires different preprocessing times. Still, none of them is more than 3s, and the frame
rate is 3.7fps when the human body data size is 512x512x1638.

Before drawing, the algorithm in this paper requires a certain amount of preprocessing time to
complete the chunking operation of the data. When the data is divided into more chunks with a larger
scale, the delay of the system in transmitting the data to the graphic hardware exacerbates the
overhead of real-time switching of the texture, resulting in a decrease in the drawing frame rate.
However, with the dynamic texture loading technique, the occupancy of texture memory in the
drawing is independent of the size of the data field, which overcomes the limitations of the graphics
hardware on the traditional texture mapping body drawing algorithm and realizes the complete
drawing of large-scale data fields.

The ability of the drawing algorithm proposed in this paper to draw large-scale body data is
demonstrated by the experimental results. At the same time, since no complex coding algorithm is
used to compress the body data, the impact of the time-consuming decoding operation on interactivity
in the drawing is avoided, as well as the errors caused by coding and decoding, and high-quality
drawing results can be obtained, which improves the scope of application of the body-drawing
technology in the actual digital display.

Table 1. Texture drawing algorithm performance parameters

Body data Data size Pretreatment(s) Data block Frame rate(fps)
Abdomen 512x 512 x 536 0.98 4 9.1
Spine 512x 512 x 598 1.02 4 9.2
Human body-1 512x 512 x 690 1.35 5 8.5
Human body-2 512x512x 971 1.97 5 6.3
Lower limb 512x512x 1235 2.46 6 4.1
Human body-3 512x 512 x 1638 2.98 7 3.7

4.3 Visualization of the face drawing algorithm

In the VTK new media visualization platform, there is a lack of control mechanism for the number of
grid cells and the distance of sampling points, which can not effectively study the influence of the
change of the position of sampling points on the 3D reconstruction effect.

We are experimenting to examine the effects of different sampling spacing and grid cell numbers on
the 3D reconstruction effect and time when extracting the same isotropic surface.

The data size and the number of images of different tissues are shown in Table 2. The tissues include
the nasopharynx, scalp, brain white matter, cerebrospinal fluid, brain gray matter, bone cancellous
matter, bone dense matter, and background, and the data size and the number of images of the
nasopharynx, for example, are 9.86M and 70 images, respectively. The background-size was 16.8M,
and the number of images was 145.
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Table 2. Data size and number of images of different organizations

Organization Data size Picture number
(M) (tensor)

Nasopharyngeal 9.86 70
Scalp 14.2 120
White matter 154 130
Cerebrospinal fluid 16.1 135
Gray matter 16.5 135
Osteophyte 16.6 135
Bone density 16.8 140
Background 16.8 145

Combining the tissue data size and the number of images, different sampling intervals were set to
analyze the 3D reconstruction time under 64, 128, and 256 sampling intervals. The effect of setting
different sampling intervals on the time required for 3D reconstruction is shown in Fig. 5, with the
bone densities taking the most time for 3D reconstruction at different sampling intervals, requiring
1435.21ms at 256 sampling intervals, much more than the reconstruction time of other tissues.

Combining the reconstruction time of 3D images, the following conclusions can be obtained.

1) The higher the number of grid cells, the smaller the sampling interval and the denser the
sampling points. The basic principle of face drawing is to complete the fitting of the set
threshold equivalent face by using triangular face sheets in the grid cells. Therefore, the denser
the sampling points, the higher the degree of fitting, the more complete the preservation of
equivalent surface information, the more detailed the effect of 3D reconstruction, and the
higher the image quality.

2) Thedenser the sampling points are, the longer it takes to fit the isosurfaces with a set threshold.

3) In order to achieve better real-time performance on the basis of ensuring the quality of the
reconstruction effect, the distance of sampling points and the number of grid cells should be
set according to the needs.
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Figure 5. The impact of different sampling intervals on the time of 3d reconstruction
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5 Conclusion

This paper proposes a virtual reality visualization display in a new media environment, using
visualization technology for 3D image imaging, proposes a texture mapping algorithm to enhance the
realism of 3D images to reduce the ghosting phenomenon, and optimizes the visualization display.
The virtual reality display scheme designed in this paper is applied to 3D reconstruction and
visualization of new media digital images to analyze the visualization presentation effect of these
images.

Using the Herman model and the Sheep-Logan model for data analysis, the projection data are
reconstructed by inverse projection with different filter functions, and the mean values of the
Hamming filters of the three-dimensional image reconstruction method based on the surface drawing
technique and the parallel-beam inverse projection reconstruction method are 0.210215 and 0.211125,
respectively. The reconstruction results obtained by using the Hamming filters are better.

Combined with the new media digitized display data to test the algorithm experiments, the drawing
algorithm proposed in this paper overcomes the limitations of the graphics hardware on the traditional
texture mapping body drawing algorithm and realizes the complete drawing of a large-scale data field.

Extracting the same isotropic surface under the condition of different organizations, the three-
dimensional reconstruction time of each organization under different sampling intervals is not more
than 2s, and the three-dimensional image visualization technology proposed in this paper has strong
real-time performance.
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