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This paper gave attention to two issues that arise because of the growth in the use of health data by general
practitioners (GPs) and general practices in England. The issues were (a) the use and commercialisation of pa-
tients’ personal health data; and(b) the propensity of GPs and general practice staff, in utilising those data, to
see patients as fragmented bodies rather than as ‘whole persons’. The paper included attention to the computing
needs of general practice from the 1960s and notes the period of growth in GP computer use during the 1990s.
The implications of recent increased computer use by GPs and general practices, as a contributor to the further
scientification of health, were then explored. Significant is the fact that the paper finds consciousness, from the
1970s, of the two issues. Their importance was emphasised as the momentum increases around the utilisation
and sharing of patient data. Related concerns about data privacy and confidentiality are highlighted. In this con-
text, the paper recommended that further research be undertaken with urgency to explore the ways that caring
relationships (that have been a hallmark of the work of GPs) can be safeguarded.

1. Introduction this study are as follows:

a. the use and commercialisation of (patients’) personal health data,
and

b. the propensity of GPs and general practice staff, in using those data,
to observe and respond to patients as fragmented bodies rather than
as ‘whole persons’.

Two issues associated with computing in general practices in Eng-
land were selected. The selection of these issues did not follow any
scientific process. It reflected a sense of inquiry on the part of the au-
thor—to establish whether there were antecedents to the issues that are
of current concern as part of the ‘scientification’ of healthcare and what
Bourke and Bourke [1] termed a ‘tsunami’ of (health) data.

The context is one where digital service transformations are being
promoted within the UK’s National Health Service (NHS). Supportive
of the transformations was the 2021 Wade-Gery review that argued the
need to ‘put data and technology at the heart of how we transform health
services’. The government’s subsequent (2022) Policy Paper (from the
Department of Health and Social Care, DHSC), taking on board some
issues raised in the prior ‘Goldacre Review’ [2-3], pointed to how Eng-
land’s health and social care services could be ‘transformed’ through the

The arrival of and use of computers within general practices approx-
imately 50 years ago is initially examined to establish how the issues
were considered at that time. The study then documents their impact
over the ensuing decades. It finds parallels between some past and con-
temporary hopes and concerns for computing—with these now being
influenced by the application, promise and use of artificial intelligence
(AI) and machine learning.

gathering and use of data.

The backdrop is one that is familiar for health and care services
in several countries. Central to that backdrop are challenges surround-
ing data management and concerns regarding their confidentiality and,
therefore, patient privacy. The personal nature of those data is greater
because of the imperative for health and care services to respond to an
individual’s, often private, health and care needs. The 2 issues that re-
late to general practitioners (GPs) and general practices considered in

2. Computers in general practices: early days

Over 40 years ago, Stanley Joel Reiser [4], a Harvard academic,
pointed to the ‘creeping amoeba of automation’—for which we can read,
at least in part, ‘computing’ (viz. to ‘use a computer’ especially via math-
ematical means). He referenced the fear held by some doctors that com-
puters and other devices might take over some of their roles. This re-
flected Reiser’s recognition of the computer’s ability not just to store
and order data but also to facilitate their analysis—providing a means
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by which diagnoses and treatment decisions could be made; thus, re-
moving some of the ‘cobwebs of tradition covering many concepts and
practices in medicine’.

However, Reiser [4] saw these laudable computer uses as coming
with a price to be paid through a growth in ‘impersonal medical care’
associated with ‘undermining the physician’s belief in his own medical
powers’—heralding, perhaps, what Montori [5] more recently described
as ‘industrial healthcare that fails to notice patients’. Therefore, Reiser’s
prescience around this aspect of the scientification of healthcare is now
particularly evident as GPs grapple with the implications of computing
because of the potential impact of Al and machine learning (with auto-
mated analyses).

Preece J [6] noted the interest in computers taken by the UK Govern-
ment’s Department of Health and Social Security (DHSS) in the 1960s.
This led to the establishment of project teams in Oxford (west of London)
and Exeter (south-west England) ‘tasked with producing a unified com-
puter record for each patient, which could be stored on a central main-
frame at the health authority and accessed remotely’ [7]. As reported
in the British Medical Journal (BMJ) in 1965, commercial organisations
(naturally) were eager to encourage health and care service providers
to use their proprietary computer systems.

The introduction of computers to a few general practices in England
began in the 1970s. For those pioneers, it meant changing roles for GPs
and other staff because of the capacity of computers to store data and
help with service organisation and management. At that time, however,
GPs gave little attention to any potential for data analysis that would
greatly assist them in diagnosing and determining treatments. Rather,
their focus was on tabulations of patient data such as age, sex, health
conditions and prescribed medications, i.e. what today are recognised
as very modest computing tasks. However, as noted by Preece J [6],
this limited use gave benefit to GPs because of the ease with which they
could list groups of patients for screening, routine appointments and
home visits.

The broader context of the changes that were taking place can be
seen as part of the ‘scientification’ of health care—with clinicians and
others increasingly being dependent on the outcomes of tests and ac-
companying data analyses. For general practices, meanwhile, as noted
by Gillam S [8], there was a change taking place—with moves from of-
ten single-handed practices (i.e. with 1 GP) towards ‘teams’ (practices
including nurses and other support staff). Such teams stood to bene-
fit from the scientification and, crucially, computer use; but they meant
that contact with patients was ‘spread’ across team members rather than
individual GPs.

Computerisation made sense in such teams—with the data being
shared across terminals used by different staff. The potential of ‘shar-
ing’ was demonstrated in the ‘IBM-Whipton’ project [6] in the 1970s.
This linked a single-handed local practice (Whipton) in suburban Exeter
(south-west England) to the Royal Devon and Exeter Hospital. Preece [6]
was involved in that project’s design and was reported as the first GP in
the UK to use computerised patient medical records shared with practice
staff and others ‘through landlines with a remote mainframe computer’.
The system was refined and improved (supported by the funding from
the DHSS) for a general practice at nearby Ottery St Mary. This (in 1976)
became the ‘first in the UK to achieve paperless status’ [6]. As noted by
Dr Graham Ward (a former Ottery practice GP) the ‘thinking ... (had) the
ultimate aim of having such records available across the country’. Ward
G [7] and his former practice colleague Dr. Jeremy Bradshaw-Smith
[9] pointed to the impact of the computerised system on their routines
not being confined to the ‘unique ability of the computer to search for
and marshal information’, but also to the incorporation of a comput-
erised ‘scribbling pad’ for them to record patient histories and family
details.

The desire for a ‘scribbling pad’ within a computerised system in
the early years is of particular interest in view of it signalling a per-
spective on patients that could relate to their being ‘whole persons’,
sometimes with complex health conditions that might defy easy datafi-
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cation. Demographic and social changes were contributing to such a
need (for a ‘whole person’ approach) because of increasing co-morbidity,
polypharmacy and the varied family circumstances of many older peo-
ple. Some concern was, therefore, evident regarding what might be lost
with wholesale computerisation if GPs and general practice staff were
to adopt views of patients, perhaps as ‘fragmented’ bodies—narrowly
related to their test results, measurable symptoms or conditions, and
potentially without wider understandings of their family and living cir-
cumstances. Relating to this, Armstrong D [10] reported on GPs in this
period as still generally being reliant on ‘clinical observation’ to make
diagnoses although welcoming of and supported by evidence derived
from the data (e,g. through test results).

Summing up the GP perspective on computers and their initial ex-
pectations for patient records from the 1970s, Reiser SJ [11] affirmed
that ‘in this modern, automated medical climate ... it was hoped that the
patient record would ... enable physicians to more clearly and quickly
match the initiation of an action to its outcome, thereby, providing bet-
ter care to their patients and also learning from experience’. He added,
with respect to the ‘growing anatomical and technological focus’ that
‘while this fractionation of wholes produces powerful agents of cure,
it spawns powerful disincentives to care’. The potential adoption of
such an instrumental perspective was described later [12] as one where
‘warm care’ might be increasingly substituted by ‘cold technologies’.

In England, the gradual ingress of computers into general practices
in the 1970s related to a variety of functions. It occurred largely by dint
of government initiative; and was, from the 1990s, helped by the avail-
ability of lower cost and more intelligent desk-top devices. Among these
devices in the 1970s, Dr Richard Sloan (former GP, Airedale, northern
England) reported, for his single-handed practice, buying an Amstrad
computer which enabled him to record ‘an age/sex register for 3,000 or
4,000 patients’. He would later ‘migrate’ to a Meditel computer with a
computer link to the local hospital ‘round about the year 2000’.

Helping the penetration of computers into general practices was the
1982 Department of Industry funded scheme ‘Micros for GPs’. However,
Tudor-Hart J [13] (GP, South Wales) observed that for the early 1980s
‘only a minority [of GPs] were investing heavily in ... computer systems’.
He accused the government of ‘giving partial and hesitant support to
experiments in GP micro-computers’ and abandoning ‘general practice
data collection to commercial firms ... in return for data which can then
be sold to pharmaceutical companies’. Reflecting the latter, Preece [6]
noted, for 1986, that AAH Meditel and VAMP (computing companies)
had launched schemes to ‘provide systems, at virtually no cost, in return
for anonymised ‘practice morbidity and prescribing data’. The compa-
nies, according to Benson T [14] ‘intended to recoup their costs by sell-
ing the data to the pharmaceutical industry for post marketing surveil-
lance, market research and clinical trials’. The commercial stratagem,
however, faltered because the ‘quality of data collected was less consis-
tent and less complete than had been expected’. Nevertheless, Preece J
[6] reported that computers were installed in 20% (1988), 70% (1992)
and 96% (1996) of general practices in England—with the computing
functions available to GPs steadily broadening. The ingress of computers
was broadly welcomed by practices although the task of data inputting
from paper records could be considerable. By 2002, Benson T could re-
port that ‘almost all British GPs use computer-based patient records’
[14].

3. Computers and computing in general practice in the New
Millennium

At the turn of the millennium, Preece [6] saw the extending role
of general practice (to include public health advice, minor surgery and
specialist clinics) as necessitating computer use. Non-use of computers
would, in any case, soon become nearly impossible with the introduc-
tion, in 2004 by NHS England, of requirements for standardised data
submissions (for general practices) as set out in the ‘Quality and Out-
comes Framework’ (QOF). General practice teams, by this time, were
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more in evidence and more readily able to fulfil the task of providing
those data. The expertise in such teams might include nurses, nurse prac-
titioners, occupational therapists, physician associates, healthcare assis-
tants, pharmacists and social and community workers.

Regarding patient data, the extent of responsibility of the GP and
practice team necessarily increases with their liability for patient care.
The use of such data, however, does not necessarily lead to greater scien-
tific certainty and, with the advent of machine learning (in today’s con-
text) might lead to greater uncertainty. This uncertainty arises because
of the near impossibility of understanding some analytical processes in-
volved in machine learning (sometimes captured in the term ‘black box’)
and the inbuilt elements of risk that relate to biases or errors in the foun-
dation data that are drawn upon (including those used for training the
algorithms) [15-18]. For instance, Verdicchio and Perin [17], on data
manipulated through algorithms (integral to AI), pointed out that the
‘encoding of knowledge may be incomplete, contradictory, obsolete or
plain wrong, leaving the Al incapable of formulating a proper solution
to a problem or, worse, providing a solution that not only does not solve
the problem but harms people’. Coekelbergh [19] asked if, through Al,
‘objective and non-biased judgement is possible at all?’ noting that it
‘can, after all, be biased - if not always’.

Associated with such matters and placing the GP, other clinicians
and practice staff in invidious positions, Armstrong’s observation from
the 1970s [10] was and has remained pertinent. He affirmed that ‘a
doctor failing to pursue a course validated by clinical trials is opening
himself to recrimination’ with the danger of ‘clinical science’ failing to
recognise the ‘arguments of clinical experience’. There is, in addition,
the responsibility now carried by doctors that, per Verdicchio and Perin
[171, ‘cannot be allocated or shifted to autonomous technology’.

Simultaneously, patient expertise and expectations have been in-
creasing [20-21]. Part of the increase, as emphasised by Lupton [22]
and Roberts et al [23], has been associated with patients’ understand-
ings and sometimes (informed by their own health data and personal
experience) becoming experts in relation to their physiology and par-
ticular conditions. More importantly, through the use of apps or simply
because of greater awareness and knowledge, each of the researchers
noted that patients were increasingly predisposed to self-care or, at least
self-monitor, and to adopt and maintain healthier lifestyles. It follows
that with such awareness and knowledge, patients may have increas-
ingly viewed the GP as far from the sole arbiter when it comes to their
health.

The technological (computing) advances available to and used by
an increasing number of individuals in relation to their health are, of
course, to be welcomed. As noted by Goodwin et al [20], general prac-
tice needs ‘to embrace such technological advances’ to make it ‘fit for the
215t century’. The process of scientification undoubtedly continues and
will continue to impact GPs and general practices—making them the
repositories of increasing quantities of data. Requiring attention, there-
fore, is the issue of the increased value and potential sale of patient
data for commercial benefit. This relates, for the earlier period of com-
puterisation, to Tudor Hart’s [13] observation about data collection by
commercial bodies, and to the ‘deals’ noted by Preece J [6] and Benson
T [14].

Because of the increase in the commercial value of data, the mat-
ter of their harvesting (including via commercial bodies) reverberates
loudly in some contemporary debates [22,24]. However, there is lim-
ited information regarding the ‘deals’ that have taken place, with Cohen
[25] lamenting that the terms of contracts with data processing compa-
nies are ‘difficult to discover ... [with] networks of secret agreements
that characterise the emerging personal data industry’. The extent of
the threat relating to the harvesting of an individual’s health (or other
personal) data, therefore, remains unclear. Lupton [22], with similar
concerns, called for more attention to the issue of the ‘exploitation of
people’s personal data for commercial profit’ in a context where ‘the
creators of these data’ (i.e. patients) ‘are excluded from full access to
their own details ... while the internet empires profit from these’.
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Cohen [25] referred to such exploitation of people’s data as ‘bio-
prospecting’ undertaken by those who ‘behave in ways that express un-
questioned assumptions about their right to appropriate and exploit that
which is freely available’ ... ‘harvesting personal data ... and to mark
such data, once collected, as owned’. Montori [5] called for ‘regulation
banning excessive profit seeking’ and for ‘a new class of healthcare lead-
ers that are effective managers of the precious resources (including pa-
tient data) placed in their hands’. To help protect against bioprospecting,
data should be recognised ‘in the first instance’ as being ‘owned by the
patient’ [26].

4. Current issues for GPs, computing and data

In the most recent decade, the challenges for GPs around computing
have grown further. Aside from the general process of scientification,
their work is impacted by increasingly digitally (and health) literate
patients accessing information and services through computing devices
(whether desk-top computers, tablets, wearables or smart phones). This
means that patients are potentially able to share more of their personal
data in accordance with their own wishes and priorities.

Whether or not fully recognised by GPs and general practices, here
lies the increasing potential for patient benefit through services that
involve the use of different devices for either remote- (e.g. through
telehealth or telecare) or self-monitoring and/or management of their
physiological measures/vital signs. The DHSC [3] in their Policy Paper
noted this potential under the banner of ‘care technologies’ in the con-
text of more integrated working between health and social care service
providers. Integrated working, they affirmed, will contribute to giving
‘the public a more seamless experience’. However, the 2017 framework
set out by the BMA/NHS England [27] had overlooked the wider context
of ‘care technologies’ when it called for a ‘digital first’ approach that re-
lated, more narrowly, to ‘web and video-consultations’, online provision
of repeat prescriptions and giving patient access to ‘their full records’.

Will the advent of more computing in general practice give more
time to GPs and practice staff, away from administrative tasks?. The
British Medical Association (BMA) [28] noted the ‘considerable poten-
tial to make efficiencies through the use of technology that would ease
GP and practice workload’ and increase ‘the amount of time available
for appointments’. The context was one where Clay and Stern [29] had
pointed to 27% of appointments with GPs in England potentially being
avoided if patients could be ‘directed to someone else in the wider pri-
mary care team’. Not that more consultation time in practices is always
necessary. Montori [5] noted that ‘many clinicians will testify about a
brief phone call in which a simple clarification was helpful for patients
to overcome anxiety’—however, at the same time he wanted safeguards
in place to avoid ‘brief and shallow encounters’ becoming the ‘default’.
His affirmation was important in that ‘time’ for care (whether a conse-
quence or not of computer usage) is a key ingredient for understanding
patients as ‘whole persons’ and ensuring that diagnoses and treatments
are tailored to their needs [5].

The point made by Montori [5], about the increased time is echoed
elsewhere. For instance, Topol [30], in reference to the potential of digi-
tal technologies in the fields of telehealth and telemedicine, opined that
these ‘should free up the clinician to spend more time with the patient,
either in face-to-face meetings or remotely’. He more recently expanded
his thinking when asserting that Al in the context of digital health ‘could
help restore the essential humaneness in medicine, primarily by provid-
ing the gift of time .... the ability to listen to a patient’s story and the
deep concerns, the necessity of a careful physical examination, reinforc-
ing human touch and trust, and the genuine sense of care and compas-
sion that lies in direct contrast to what software or machines can offer’
[31]. The overall message is that computerisation and the use of digi-
tal data (as part of the scientification process) can create extra time for
more ‘whole person’ care (and even ‘warm care’ [12]). However, the
danger is that such time may be eroded for service efficiency and cost
savings.
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The pursuit of the benefits of more recent aspects of ‘scientification’,
especially considering the developments in Al and machine learning,
requires a brief reminder of the concerns regarding the risks of biases
in the datasets used (viz. the training data for algorithm development).
Such biases have special relevance in the field of healthcare in view of
the potential to cause harm to the patient. Rosemann and Zhang [16]
provided a summary of ‘problem areas’. The focal issue for them was
the ‘control’ of Al in the sense of (an element of) decision-making being
transferred to ‘machines’ together with (derived in part from the matter
of bias) the (un)reliability of its outputs. Hence, the arguments, such as
those made by Verdicchio and Perin [17], against ‘full automation’ lest
trust in the technologies, whether held by GP or patient, is undermined.
A further issue relates to the threat to privacy including, per Rosemann
and Zhang [16] ‘the sharing of data with third parties’, its sale ‘for mar-
keting or other purposes’ (i.e. its commercialisation) and/or its use for
(though not discussed in this study) ‘security purposes, social and polit-
ical surveillance’.

Meanwhile, the issue of the commercialisation of patient data has
risen up the agenda for general practices and, unsurprisingly, is a mat-
ter of concern in view of the GPs’ and practices’ liability. As observed by
Zhang et al [16] regarding the commercialisation, ‘patient control over
data relies on opt-out mechanisms at the levels of primary care extrac-
tion’. However, Salisbury [32], a GP, asked, in view of planned statutory
requirements to extract and transfer patient data records ‘unless patients
opt out first’ ... ‘how does this square with my ethical obligation to my
patients?’ Notably, the notion of the requirement for patients to opt-
out (of inclusion of their health records in a national electronic health
records system) was one of the reasons for the collapse, in 2014, of the
government’s care.data framework [23].

The Goldacre Review, noted at the outset of this study [2], referred
to the collapse of the care.data framework as, in part, due to the pro-
gramme having been ‘launched and communicated before there were
clear plans ... around who could access the data, on what basis, and
for what purposes’. It affirmed that ‘concerns were expressed regarding
privacy invasion, and the use of the data by commercial or insurance
companies’. Much emphasis was placed in the Review on the issue of pa-
tient trust. The requirement for patients to ‘opt out’ was, nevertheless,
retained in the DHSC 2022 Policy Paper—Ilabelled as offering a ‘data
strategy’ [3]. Regarding that strategy, the BMA [33] have cautioned the
government to address the concerns lest the issue of data harvesting
without appropriate safeguards ‘may irrevocably damage the patient-
doctor trust relationship at a time when data has never been more crit-
ical to the functioning of the NHS’. It is, of course, invidious that GPs
should be placed in a position where they may sometimes, ‘break the
law or ... break faith’ with their patients [34].

5. Discussion

While specific research into the impact of computers and computing
on GPs and general practices has been limited, it is possible to point
to the 2 issues as relevant in the 1970s and having contemporary res-
onance. They have been shown as deserving attention in view of the
increasing quantity of patient data being handled through computers in
general practices. An important pointer has been additionally provided
to the implications (though again research is limited) for the GP and
patient relationship.

Over 5 decades, the context for computing (as part of the scientifi-
cation of health) has dramatically changed. The pace of that change
accelerated with the networking of computers and advent of the inter-
net. Hence, as the turn of the millennium approached, a UK government
White Paper [35] offered a new vision where computerised networks
would ‘bring patients quicker test results, online booking of appoint-
ments’ ... ‘providing knowledge about health, illness and best treatment
practice’. Further change is now necessary for GPs and general practices
as operational frameworks for Al (and machine learning in particular)
are determined.
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While there is much merit in the NHS ambition for digital health (and
ipso facto for computing and, more recently, the opportunities afforded
through Al and machine learning), little reference has been made in
contemporary strategy documents to the 2 issues at the focus of this
study. The 2022 Policy Paper [3] carried statements that provided some
reassurances (relating to the 2 issues), but fell short of offering the extent
of guarantees around health data that several GPs and patients may have
hoped for. Meanwhile, general practice reliance on increasingly data-
rich computing systems is increasing; and the direct relationships that
patients may have had with their GPs continue to diminish (in terms
of time spent in consultations with them, as opposed to other practice

staff).
5.1. Issue 1: Data use and the commercialisation of those data

There are undeniable and sometimes extraordinary benefits for pa-
tient care that derive from data analysis and data sharing in relation
to health. Pharmaceutical companies are, to a substantial extent, de-
pendent on such data (subject, of course, to their quality). Topol [31]
pointed to the benefit—with, for example, the use of machine learning
based on image recognition, to identify skin cancers. Such analytical
techniques were, he affirmed, ‘empowering the family physician and
general practitioners’. But it is a fact that there is a substantial com-
mercial ‘market’ for patient data. This, as was noted Salisbury [32], has
placed extra pressure on GPs—not simply because of the volume of data
accessible to them, but also because of the associated moral and practi-
cal responsibilities for its safeguarding, understanding and use.

To accept Salisbury’s affirmations about the GP’s responsibility is
not to disregard the public health and research benefits (e.g. for phar-
maceutical companies) that accrue from data use and analyses, but it is
to make the point that protections for individual patients (and respect
for the confidentiality of their health data) must be recognised. Settle-
ment of the matter of personal data ownership might help resolve the
issue by either providing stronger frameworks for their protection (e.g.
around consent and opt-ins), and/or by strengthening the position of
GPs and general practices as the guardians of such data. The fact that
the issue of ownership is difficult does not detract from this need—with
Bourke and Bourke [1] arguing, in the context of machine learning, that
‘true control’ of personal data ‘by individuals is almost impossible’ as is
the notion of consent based on full or reasonably full understanding of
the options for sharing their data and the protections in a context of the
‘black box’.

As noted earlier, there is the issue of trust as emphasised by the
British Medical Association (BMA) [33]. Relating to this, Chico et al.
[36] referred to the ‘uncertain space’ within which the question of shar-
ing data needed to be considered. They asserted that ‘people found it
particularly difficult to accept commercial organisations having access
to’ even anonymous patient-level data. Among the people (patients) en-
gaged in their research, there was significant desire for greater regula-
tion and for a critical focus on ‘unscrupulous commercial organisations
which might not adhere to the regulations that are in place’. A clear
conflict of interest was observed where a ‘company might prioritise its
own commercial gain over the public benefit’.

The work of Chico et al. [36] was small scale (3 workshops in South
Yorkshire) and undertaken in 2016; however, it is notable for its ex-
ploration of different scenarios for data sharing with different types of
(profit and non-profit) organisations. In 2019, Hopkins et al, in a study
commissioned (in part) by NHS England, held 3 citizens’ juries (London,
Taunton and Leeds) that found ‘fairness’ for data sharing partnerships as
conditional on ‘a system which enables the NHS to reap benefits ... with
recognition that the data they provide is an essential resource’. The ju-
ries considered that ‘there was a significant risk in undervaluing it and
that the NHS might sell itself short while industry could make exces-
sive profits which are not shared’ [37]. A study in 2021 by Atkin et al
[38], on data sharing in the context of research, noted patient ‘ambiva-
lence’ and ‘greater reservations about industry’ (albeit amomg a small
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sample, Birmingham), with a ‘central concern’ regarding ‘unauthorised
data use’ and the potential for ‘discrimination’. Over 3-quarters of their
workshop participants had not heard of the (then) opt-out option avail-
able to them—through which their records would not be shared except
under certain specific circumstances.

This is not to say that the sale of data, with safeguards, is bad. Indeed,
the Goldacre Review [2] called upon us not to automatically ‘view com-
mercial users of data as uniquely less trustworthy’. However, it added
that ‘there are certainly legitimate concerns around commercial con-
flicts of interest. These concerns might increase commensurately with
the size (and, therefore, power and influence) of the companies con-
cerned. Notably, in relation to this, Zhang et al [34] referred to ‘at least
460 non-NHS organisations’ that had ‘accessed, maintained or used data
in the 2-year period to 2023’. These included 143 pharmaceutical, life
sciences, data analytics and consulting companies.

Three important matters intersect in this context. First is that of peo-
ple’s natural sensitivity regarding their personal data (linking with the
matter of their privacy); and the second is their traditionally high level
of trust with the NHS, noted as being under threat. But, the third is the
imperative, as emphasised by Stahl [15], that data on which the anal-
ysis is undertaken should be relevant, of good quality and (preferably)
available in large quantities. This is particularly the case, if the oppor-
tunities around AI and machine learning are to be realised (with bias
understood and minimised) either within the NHS or via ‘partner’ com-
mercial organisations.

However, if the level of trust in the NHS (and of GPs and general
practices) diminishes, more people will opt-out of data sharing, and the
relevance, robustness and validity of outputs from Al and machine learn-
ing will be reduced. The importance of trust cannot be easily overstated
and was jeopardised in the failed approach to care.data ‘after many GPs
opted out alongside many patients’ [23]. However, the government in
their 2022 Policy Paper has held to a perspective that will require people
to opt-out if they do not want their data to be shared in anonymised form
without specific consent, albeit subject to certain conditions [3]. The
promise is that the government (through the NHS) will ‘offer a new pact
with the public which will reset the conversation on health data’ and put
in place ‘commercial principles to ensure that partnerships for access to
data for research and development have appropriate safeguards’. De-
tails of those safeguards are yet to emerge, but some reassurances have
been signalled by the affirmation that ‘data partnerships’ will be ‘de-
veloped in a way that is safe, lawful, ethical and transparent’, and the
creation of ‘secure data environments’ (echoing the recommendations of
the Goldacre Review on ‘trusted research environments’). Furthermore,
various pointers have been made on data anonymisation. However, little
is said regarding the specific risks around AI, though a White Paper on
this topic is planned. Meanwhile, of additional concern is the planned
inclusion of freedom for government ministers to access data for ‘pur-
poses connected with the provision of health care or adult social care’
[3]. The mantra in the Policy Paper on the need to ‘embrace the digital
revolution and the opportunities that data-driven technologies provide’
echoes the thrust of the Wade-Gery Review.

Therefore, concerns and uncertainties remain and it would appear
unwise, despite some positive steps taken and promised in the 2022
Policy Paper [3], for the government to forge forward on the matter
of (wider) data sharing until there is greater clarity on the frameworks
and safeguards. Importantly, there is an explicit need for public con-
sultation—potentially including attention to the merits and demerits of
the intended opt-out approach as opposed to people’s ability to volun-
tarily opt-in. Linked with this is the desirability of options relating to
the circumstances in which data sharing would be permitted and/or
encouraged, perhaps via the GP or general practice, and the ability to
follow (including by patients) audit trails that would show how, why,
by whom, when, and outcomes whenever data are accessed—with, nat-
urally, appropriate routes to redress where appropriate.

As Salisbury [32] argued, patients ‘consult with me with the pre-
sumption of confidentiality, and they don’t expect me to share their med-
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ical information without their consent’, adding that ‘there’s something
sacrosanct about a medical consultation, with similarities to a religious
confessional: whatever they tell me, unless there is a risk to others, I
don’t break my patients’ confidentiality’. A clear echo can be heard here
of what Rothstein pointed to as the ‘Hippocratic bargain’ where ‘pa-
tients agreeing to be treated ... relinquished aspects of their privacy in
exchange for their physicians’ assurances of confidentiality’ [39].

5.2. Issue 2: Scientification and the view of patients as fragmented bodies

The scientification of health care can be related to a process over a
period of several centuries. The contemporary facet of this process now
lies in the realms of computing and the challenges of the data ‘tsunami’
noted by Bourke and Bourke [1]. Cohen [28] and others have pointed to
the sources of those data as now, in addition, deriving from the surveil-
lance capacity of e.g. wearable computing, mobile and other devices—
the range of some of which was pointed out by Roberts et al. [23].

This study has observed the extent to which the contemporary ‘sci-
entification’ may lead to more fragmented perspectives towards patients
among GPs and other practice team members. That process of greater
fragmentation is fuelled by the increasing use of data and the associ-
ated commercial agenda. The dangers around the errors and inexacti-
tudes for Al were noted in the affirmations of Stahl [15], Verdiccio and
Perin [17], the Goldacre Review [2] and elsewhere. It follows that now,
for diagnoses and treatment, an overemphasis on data would be inap-
propriate and would, perhaps, reflect an orientation that leans towards
private commercial gains rather than individual (‘whole person’) pa-
tient benefit. Moreover, a narrow commitment to ‘data-led’ as opposed
to ‘data-informed’ approaches to decision-making on matters of health,
diagnosis and treatment would be inappropriate, except in certain cir-
cumstances. Narrow approaches would carry a greater risk of errors and
could lead to the fulfilment of a promise, as noted by Montori [5], of a
‘cruelty’ through which the recipient of care becomes ‘object’ and ‘we,
as clinicians, dehumanise patients’. Furthermore, the emphasis on data
quantity may not always be appropriate when, in several circumstances,
the real requirement is to understand the data, its representativeness
and the triangulation of qualitative and quantitative information from
different sources.

However, the process of ‘scientification’ has been hardly remarked
upon in research studies except when noted as a part of innovation and
‘progress’. What may be an associated matter can perhaps relate to the
gains in the longevity of several people that bear testimony to the suc-
cesses of medical interventions. Those interventions can (at least for
patients in their later years) be seen as ‘reshaping norms of aging and
standard clinical practice ... where the emphasis of the health profes-
sions is on the management and maximisation of life itself’ rather than
the quality of care provided [40]. By this tenet, it could be argued that
patients, as they age, are likely to become increasingly subservient to
the forces associated with a data-led technological imperative that aims
and strains for longevity rather than life quality, even at the end of life.

Overall, the foregoing indicates an academic and clinical perspec-
tive that has tended to focus on medical advances for diagnoses and
treatments that, in a large part, derive from technologies; but with a
parallel assumption that more personal aspects of care, though dimin-
ished, would remain in place. Broadly speaking, this assumption may be
justified but comes with the ongoing risk of a further shift towards more
impersonal care. According to Montori [5] we could have a ‘corrupted
mission’[17] and have lost sight of medicine being ‘in part an art which
can never be fully quantified or solved’. The related fragmented per-
spectives (or ‘fractionation’ [11]) will, it follows, reduce the propensity
of GPs and general practice staff to see patients as ‘whole persons’.

The importance of patient data to health and care (and, therefore,
to computers) is evident. Concerns raised in this study about these data
should not, however, be taken as indicating that the clock should be
turned back. Computers, computing and aspects of Al and machine
learning have delivered much and signalled more in the way of help-
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ing with the development of more efficient and effective health services
with dramatic benefits (at least for some conditions) around diagnoses
and treatments. Importantly, the computing power can (and often does,
depending on the technologies and their configurations) also facilitate
self-management and different forms of access by patients to health in-
formation and services - via the devices in their homes, on or in their
bodies, in their hands or in their pockets.

Hence, as part of service reconfigurations, if the ‘whole person’ per-
spectives are to be given a renewed central place within general prac-
tices, there will be a need for a different and better use of the time facil-
itated by computing (potentially through AI), to allow the relationships
with patients as ‘whole persons’ (for GPs and practice team members)
to blossom.

The changed GP role and general practice context as signalled by
Goodwin et al [20] and BMA/NHS, England [27] must be brought into
focus. However, in response to this and the factors surrounding comput-
ers, computerisation, the use of data and their commercialisation, this
study affirms the necessity of safeguarding and re-building the patient
and community-oriented perspective of GPs. Considering this perspec-
tive, it is legitimate and right that GPs and general practices should be
the guardians of patient data, ready to defend ‘whole person’ perspec-
tives and maintain a place for meaningful discussions with patients on
matters around the use of their data—fostering shared understandings
as to where and how their data (whether or not derived from AI and
machine learning) can help underpin decisions or support the advice
provided on diagnoses and treatments.

By these means, key elements of the work of general practices and
their accountability can be re-affirmed - with some aspects of the long-
standing respect held for GPs retained or re-instated. It helps that, with
computers now being widely accessible (including through portable de-
vices), many patients are naturally more predisposed to engage with
practices in new ways. GPs, general practice and community-based nurs-
ing and care staff must, therefore, be positioned to support patients in
their use of such technologies and associated platforms.

In this context, there is plenty of work for GPs to do. And the net-
tle of re-building the ‘whole person’ oriented perspective of GPs and
general practice staff should be grasped with speed given the generally
favourable patient view of them—with 83.8% and 87.1% of them find-
ing their needs being met for their last appointment with a GP or other
practice member, respectively, via a video- or telephone-call (the Ipsos
MORI 2023 GP Patient Survey). However, the British Social Attitudes
Survey for 2022 found (for the UK) that the general satisfaction with
GP services had fallen to 35%, the ‘lowest since the survey began in
1983’ [41]. The report noted that for the Survey, ‘until 2018, general
practice had been the highest rated NHS service each year’.

However, it is uncertain whether role and operational changes, more
generally, within practices would be welcomed by GPs themselves. An
online survey of nearly 500 GPs by Pulse magazine in summer 2021
revealed some ambivalence. For instance, regarding financial and gov-
ernance issues there was overall, only weak GP support for the mainte-
nance of a position as ‘small, autonomous businesses’ (rating 3.2 out of
5 for agreement).

The extended work of general practice teams is relevant here and
suggestive of an adjusted role for GPs within such teams. The further
ingress of computers, the associated growing importance of data and
the benefits of Al and machine learning, means that most or all general
practice staff will have to adjust to new roles that have the potential to
take the pressure off of GPs and bring rewards for those patients in need
of what Topol [30] referred to as the ‘gift of time’ and Montori [5] linked
to ‘whole person’ care. Such adjustment may be the logical way forward
in a context where, from 2013 to 2022 in England, there was a growth
in general practice sizes, a 20% reduction in the number of practices,
together with a ‘decline in the GP workforce and an exponential drop in
the number of GP partners’. These trends are likely to continue.

It is to be seen if the GPs have the stomach for a change in their
roles within practice teams. It can be noted, furthermore, regarding the
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‘gift of time’ (regardless of the risk that some gains in time might be lost
to efficiency savings) that the level of GP commitment to such ‘time’
may be uncertain. The Pulse survey responses, having pointed to most
(though by no means all) GPs wishing to stay as businesses, also rated
3.44 out of 5 (i.e. agreement) to the affirmation that ‘GPs running a
business takes time away from providing clinical care’. The same rating
(8.44 out of 5) found agreement with the affirmation that ‘it is the GP’s
role to provide co-ordination around chronic disease management, not
the care itself’. At least the latter is suggestive of some openness to key
roles in patient care being taken by other practice staff. However, it is
unclear to what extent GPs truly want to be managers of commercial
enterprises rather than coordinators of care in a context where several
care tasks are undertaken by other practice staff and, increasingly, by
patients themselves (through self-management of their conditions).

This study has offered insights into the use of computers in general
practices in England. It noted that the introduction of computers, har-
nessed initially for documenting basic patient data and simple adminis-
trative tasks, progressed to transform the GP role and general practice
perspectives in a way that has contributed to a move away from a ‘whole
person’ patient orientation.

Two issues that have had resonance for general practices were
explored over a period of over 40 years. But with regards to data,
their commercialisation and the ‘fragmentation’ of patient bodies, what
Reiser [4] and Tudor Hart [13] saw as a growing threat, are now con-
sidered as potentially undermining what have been some key tenets of
GP services (and practices) around personal contact and the loss of the
view of patients as ‘whole persons’ i.e. in the words of Pols [12] the loss
of ‘warm care’. Along with this are the facts around the increase in data-
led perspectives for medical care (part of the process of scientification).
Therefore, ‘cold technologies’ (including those that facilitate computer
use and/or detract from ‘warmer’ approaches to patient care) can be
seen as changing the nature of relationships with patients and at least
necessitating a repositioning of GPs within practice teams.

Computing, the use of and greater reliance on data, has played a ma-
jor part in the changes including those in relation to the elements of GP
and general practice accountability. In this context, it can be noted that
the Wade-Gery ‘independent review’ called for ‘a digital, data and tech-
nology driven NHS oriented around the citizen’—first, in vague com-
mercial terms, pointing to the need for ‘driving innovations in the hard
basics of operational resilience ... system management and technology
productivity’; second, by apparently assigning the ‘future tech-enabled
citizen’ to a subordinate role in which he or she is invited to place
their trust in an NHS where ‘boundaries between traditional technol-
ogy organisations and the wider business are being increasingly blurred’.
Therefore, the potential supremacy of the ‘cold’ technologies over ‘warm
care’ [12] was indicated. This view was to some extent echoed in the
2022 Policy Paper [3]—necessarily with openings for commercial bod-
ies. However, if safeguards are inadequate, the focus of some of these
commercial bodies may be on money—greed—that will drive industrial
healthcare away from patient care [5].

The raising of the 2 issues at the beginning of this study has been
shown to be appropriate: (1) the use and commercialisation of (pa-
tients’) personal health data, and (2) the propensity of GPs and general
practice staff, in using these data, to observe and respond to patients as
fragmented bodies rather than as ‘whole persons’.

Regarding the first issue, given the strong commercial push and the
associated concerns for GPs, general practices and patients about the
sharing, usage and ownership of personal data, it is recommended that
further research on this and interlinked matters (relevant to GPs and
the wider range of health professionals and practitioners) be undertaken
with urgency. This could provide pointers towards necessary regulatory
frameworks that would (in the context of Al, machine learning and the
use of computers) clarify how the responsibilities of GPs and general
practices should be framed and exercised in order ‘to protect the life
and integrity of patients’, including the personal data pertaining to their
health [17]. The robustness of those frameworks will be crucial to the
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extent of people’s trust and the extent of willingness for their health data
to be shared.

Overall, the initial, though limited stirrings about the 2 issues in the
1970s can be seen as prescient. The issues now need to be considered
very seriously by the NHS, representative bodies, policy makers and
others in the fields of health and care—given the importance of data and
the implications of Al and machine learning. In this context, adjustments
to the role of GPs, general practice teams and in the relationship with
their patients, become essential and inevitable.
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