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Abstract: As robotic systems become more integrated into our daily lives, there is growing
concern about cybersecurity. Robots used in areas such as autonomous driving, surveillance,
surgery, home assistance, and industrial automation can be vulnerable to cyber-attacks,
which could have serious real-world consequences. Modern robotic systems face a unique
set of threats due to their evolving characteristics. This paper outlines the SESAME project’s
methodology for the automated security analysis of multi-robot systems (MRS) and the
production of Executable Digital Dependability Identities (EDDIs). Addressing security
challenges in MRS involves overcoming complex factors such as increased connectivity,
human-robot interactions, and a lack of risk awareness. The proposed methodology encom-
passes a detailed process, starting from system description and vulnerability identification
and moving to the generation of attack trees and security EDDIs. The SESAME security
methodology leverages structured repositories like Common Vulnerabilities and Exposures
(CVE), Common Weakness Enumeration (CWE), and Common Attack Pattern Enumera-
tion and Classification (CAPEC) to identify potential vulnerabilities and associated attacks.
The introduction of Template Attack Trees facilitates modeling potential attacks, helping
security experts develop effective mitigation strategies. This approach not only identi-
fies, but also connects, specific vulnerabilities to possible exploits, thereby generating
comprehensive security assessments. By merging safety and security assessments, this
methodology ensures the overall dependability of MRS, providing a robust framework to
mitigate cyber—physical threats.

Keywords: security evaluation; security assurance; robotic systems; attack trees; CVE; RVD

1. Introduction

The presence of software and hardware vulnerabilities in robotic systems presents a
substantial risk with potentially dire consequences [1,2]. Exploiting these vulnerabilities
can result in various damaging outcomes, such as financial losses, the exposure of sensitive
information, the erosion of customer trust, damage to critical assets, and even human
injuries or fatalities. Given the active role robotic systems play across multiple industry
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sectors—including automotive, energy (both traditional and alternative), food, pharmaceu-
ticals, aerospace, and more—these sectors all become potential targets for adversaries.

Prioritizing the security of robotic systems is therefore essential [3,4]. This responsibil-
ity should not rest solely with robot designers and operators; it must also involve standards
creators, software developers, robot vendors, and security experts. The goal of these roles is
to make exploiting robot vulnerabilities difficult and resource-intensive, thereby enhancing
the overall security of robotic systems.

Modern robotic systems face a distinct set of threats due to their evolving nature [5-7].
These systems have become integral to daily life, embedded in applications such as cars, ap-
pliances, surveillance platforms, and medical equipment, often operating close to humans.
Despite their prevalence, many of these systems lack built-in security mechanisms to guard
against malicious threats. Additionally, they require connectivity to the external world
for monitoring and maintenance, introducing new attack surfaces through APIs. More-
over, administrators often lack awareness of emerging risks, as traditional industrial robot
environments were previously closed and considered secure. Consequently, conducting
security assessments for robotic systems has become an essential yet challenging task.

The rest of the paper is organized as follows: Sector 2 reviews the background theory
and the related works for security assessment. Section 3 presents the proposed solution for
the security assessment of robotic systems of the EU-funded project SESAME. Section 4
gives the implementation details and Section 5 demonstrates the application of SESAME
in two piloting environments, for critical infrastructure monitoring with drones and for
healthcare operation with robotic assistants, respectively. Section 6 discusses scalability and
implementation challenges. Finally, Section 7 concludes this work and provides directions
for future works.

2. Background and Related Works

This section defines the problem of security assessment in robotic systems and provides
an overview of related works.

2.1. The Challenges of Security Assessment

The security assessment of robotic systems is critical as these systems become in-
creasingly integrated into various aspects of daily life, including autonomous driving,
surveillance, surgery, home assistance, and industrial automation [8,9]. The complexity and
connectivity of robotic systems introduce numerous vulnerabilities, making them potential
targets for cyber-attacks [10,11]. This section outlines the challenges in securing robotic
systems, discusses existing methodologies, and reviews related works in the field.

Robotic systems face significant cybersecurity challenges due to their integration
with various technologies and their deployment in diverse environments [1]. The Robot
Operating System (ROS) and its successor ROS2 exemplify these challenges, as follows:

e ROS and ROS2. ROS is a standardized middleware for robotics, facilitating commu-
nication among diverse robot clusters [3,4]. However, it has several vulnerabilities,
such as plain-text communications and unprotected TCP ports. ROS2 addresses some
of these issues by integrating the Data Distribution Service (DDS) standard for se-
cure communication and implementing robust access control through ROS2 Security.
Despite these improvements, continuous monitoring and adherence to security best
practices remain essential;

e Industrial robots. The interconnectedness of industrial robots expands potential
attack points [11-14]. Historically operated in isolated environments, these robots are
now integrated into information and communication technology (ICT) ecosystems,
connecting to external networks for control, monitoring, and maintenance. This
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connectivity introduces new vulnerabilities, particularly with the increasing use of
robot APIs and the management of robots via portable devices like smartphones;

e  Human-robot interaction. The shift towards software-based safety mechanisms over
hardware solutions increases vulnerability to security incidents [15]. Next-generation
industrial robots designed to work closely with humans further expand the scope of
security attacks, posing direct threats to human safety;

e Inadequate security measures. Surveys indicate a significant portion of robotic systems
lack adequate security measures [1,16]. Many operators modify default safety settings,
fail to implement access controls, and do not conduct regular security assessments,
leading to increased risk.

2.2. State of the Art in Security Assessment

Ensuring security in robotic systems requires a comprehensive approach, incorporat-
ing threat modeling and robust security assessment methodologies.

2.2.1. Threat Modeling

Threat modeling is crucial for identifying and mitigating potential threats early in
the system design process [17,18]. It involves examining the system from an adversary’s
perspective to determine what needs protection and from whom. Key steps include system
description, architecture dataflow, the identification of trust boundaries, threat analysis,
and the definition of countermeasures. Various threat modeling methods, such as STRIDE,
PASTA, LINDDUN, and CVSS, provide different perspectives and approaches to assessing
and addressing security risks. Tools like Cairis, Microsoft Threat Modeling Tool, OWASP
Threat Dragon, Threagile, and Tutamantic facilitate these processes.

2.2.2. Security Knowledge Repositories

Several repositories provide valuable information for security assessment, including
the following:

e  CVE (Common Vulnerabilities and Exposures) [19]—Offers identifiers for computer
security flaws, facilitating easy recognition and communication of vulnerabilities;

e NVD (National Vulnerability Database) [20]—Supplements CVE by providing
additional information such as severity scores, countermeasures, and affected
software configurations;

¢ CWE (Common Weakness Enumeration) [21]—Lists weaknesses in software and
hardware, providing detailed descriptions and relationships with other weaknesses;

e CAPEC (Common Attack Pattern Enumeration and Classification) [22]—Classifies
known attack patterns, aiding the understanding of how system weaknesses can
be exploited;

e  RVD (Robot Vulnerability Database) [23]—Focuses on vulnerabilities and bugs specific
to robots’ software and hardware. It uses the Robot Vulnerability Scoring System
(RVSS) [23] to rate vulnerabilities, assisting in the prioritization and management of
robot security concerns.

2.3. Related Works in Security Assessment in Robotic Systems

The security assessment of robotic systems is a multifaceted challenge requiring a
combination of threat modeling, comprehensive security assessment methodologies, and
the use of detailed security knowledge repositories. As robotic systems continue to evolve
and integrate more deeply into various sectors, ensuring their security becomes increasingly
critical to prevent potential cyber-attacks and safeguard human safety. Robust security
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measures and continuous monitoring are essential to protect these systems from emerging
threats and vulnerabilities.

The integration of sensors, actuators, interfaces, and information processing in robots
introduces new vulnerabilities. Several studies have explored the security of robotic
systems, as follows [16,17]:

o  Cyber—physical honeypots—One study employed a cyber—physical honeypot using
ROS to discover vulnerabilities and means of exploitation;

e  Automobile hacking—Another study demonstrated hacking a modern automobile,
compromising its digital dash, door locks, brakes, and engine control components;

e  UAV attacks—Research on unmanned aerial vehicles (UAVs) revealed the impact of
denial-of-service attacks on UAV cameras and network latency;

e  Multi-robot systems—A model representing the performance of multi-robot systems
highlighted how denial-of-service attacks could compromise cloud-robotic platforms;

e  Specific robot assessments—Security assessments of specific robots, such as Pepper
and Franka Emika Panda, uncovered vulnerabilities that could enable credential
spoofing, data theft, and the hacking of connected devices.

These studies emphasize the need for robust security measures to address vulnerabili-
ties arising from the integration of various technologies in robotic systems.

The FISHY approach [24] provides an automated cybersecurity threat remediation
framework that integrates Cyber Threat Intelligence (CTI) to enhance security response
mechanisms. The methodology revolves around Remediation Recipes, which define se-
quences of security actions for mitigating network-based threats. These recipes follow
a structured meta-model, ensuring they are both human-readable and machine-actionable.
Once identified, threats are processed by an Interpreter, which refines abstract recipes
into CACAO Security Playbooks, a standardized format for automatic enforcement.
A Deployment Engine then translates playbooks into enforceable security policies, modify-
ing the network landscape as needed. The approach supports threat-sharing through the
MISP platform, enabling organizations to exchange remediation strategies and enhance
collective cybersecurity resilience. By integrating automated risk assessment, policy en-
forcement, and collaborative threat-sharing, FISHY strengthens network defenses, reducing
reliance on manual intervention while improving response efficiency.

The MITIGATE approach [25] introduces a dynamic and collaborative risk assess-
ment methodology tailored for cyber threats in supply chain ecosystems, particularly in
maritime environments. It builds upon existing cybersecurity standards like ISO 28001,
ISO 27005, and ISO 31000 while addressing interdependencies between business partners
and their interconnected ICT assets. The methodology employs a graph-based risk model-
ing approach, where cyber assets and their interconnections are represented as a directed
graph. Attack paths are analyzed using propagation rules, defining how vulnerabilities can
be exploited and how threats can cascade through the supply chain. MITIGATE assesses
risks at multiple levels, including individual, cumulative, and propagated vulnerabilities,
impacts, and risks, ensuring a holistic understanding of potential attack scenarios. It
integrates real-time threat intelligence from repositories like NVD and CERT databases
and estimates zero-day vulnerabilities using machine learning techniques. Additionally,
a game-theoretic approach is applied to determine optimal mitigation strategies, balanc-
ing defensive actions against potential adversarial attacks. By enabling collaborative risk
assessment, MITIGATE allows business partners to share security insights and develop
collective countermeasures, improving overall supply chain resilience.

The Eisenhower Matrix approach [26] in cybersecurity assessment provides a struc-
tured method for prioritizing security tasks in industrial environments, particularly in
Industry 4.0 and smart manufacturing systems. This methodology categorizes security
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actions based on urgency and importance, ensuring efficient resource allocation for threat
mitigation. The matrix is divided into four quadrants, as follows: (i) Do—immediate actions
such as software updates, IDS signature management, and security awareness programs;
(ii) Plan—strategic activities like Red Team exercises, vulnerability management, and se-
curity education; (iii) Delegate—tasks requiring external oversight, including compliance
updates and third-party risk management; and (iv) Eliminate—redundant policies and
outdated security practices. By integrating the Zero Trust security model, the framework
emphasizes continuous verification and adaptive risk management, reducing the attack
surface in cyber—physical systems (CPS) and collaborative robotics. The approach enhances
real-time security monitoring, incident response, and proactive risk mitigation, ensuring
that cybersecurity efforts align with operational priorities in industrial settings.

The RFBR approach [27] presents a structured methodology for assessing information
security risks in robotic systems, addressing their distinct characteristics compared to
traditional industrial control systems (ICS) and IT networks. The framework introduces a
multi-layered risk assessment model, focusing on initial security evaluation, attack feasibil-
ity analysis, and threat impact assessment. The methodology begins with an assessment
of the structural and functional characteristics of the robotic system, considering factors
such as hardware performance, software vulnerabilities, communication channels, and
navigation integrity. A key innovation is the introduction of a three-tier criticality classi-
fication (high, medium, low), which quantifies the severity of security threats based on
potential system disruption and impacts on national security, economy, and reputation.
The framework also incorporates real-world cyber incidents, such as UAV hijacking and
robotic system takeovers, to validate risk modeling. Additionally, the RFBR methodology
integrates threat modeling with adversarial capability assessment, considering multi-stage
cyber-attacks and their cascading effects. The approach emphasizes machine learning-
driven automation to enhance real-time threat detection and mitigation strategies. By
bridging risk analysis, security assessment, and proactive countermeasures, RFBR provides
a comprehensive cybersecurity framework tailored for autonomous and interconnected
robotic systems.

The paper presents the SESAME approach. It introduces a structured security assess-
ment methodology designed for multi-robot systems (MRS), integrating automated threat
detection, vulnerability assessment, and real-time mitigation strategies. The methodology
leverages structured security repositories like CVE, CWE, and CAPEC to identify vulnera-
bilities and map them to potential attack patterns. A key component is the generation of
Template Attack Trees, which model potential cyber—physical attack scenarios and assist in
developing countermeasures. The Executable Digital Dependability Identity (EDDI) frame-
work extends traditional risk assessment by incorporating real-time monitoring, anomaly
detection, and automated response mechanisms using Intrusion Detection Systems (IDS)
and MQTT-based communication protocols. SESAME employs tools like OpenVAS for
vulnerability scanning, and integrates threat intelligence feeds to ensure dynamic risk
assessment. The methodology has been successfully tested in critical infrastructures such
as power stations and healthcare environments, demonstrating its effectiveness in securing
interconnected robotic systems against evolving cyber threats. By combining design-time
and runtime security evaluation, SESAME enhances the resilience, adaptability, and de-
pendability of autonomous robotic systems in high-risk operational settings.

Table 1 summarizes the main features of these solutions. Each approach offers unique
advantages based on its target domain and security assessment focus. SESAME excels in
multi-robot security, leveraging real-time attack detection and automated responses. FISHY
emphasizes policy-driven threat remediation and intelligence sharing, making it ideal for
network-related assessments. MITIGATE is well-suited for supply chain security, using
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graph-based modeling to assess cascading cyber risks. The Eisenhower Matrix focuses
on cybersecurity task prioritization, ensuring optimal resource allocation in industrial
settings. Lastly, RFBR is tailored for autonomous robotic security, integrating Al-driven
risk assessment and multi-stage attack modeling.

Table 1. Comparative analysis for security assessment methodologies for robotic systems.

Feature SESAME FISHY MITIGATE Eisenhower Matrix RFBR
S Multi-Robot Network Security and Supply Chain Industry 4.0 Autonomous Robotic
cope Systems (MRS) Threat Remediation Risk Assessment Cybersecurity Systems
. Cyber Threat Graph-Based . T Initial Security
Threat modeling Template Attack Trees Tntelligence (CTI) Risk Modeling Risk Prioritization Evaluation
Risk ment Automated Threat Intelligence and Attack Propagation and Security Task Multi-Stage
Sk assessme Vulnerability Scanning Remediation Recipes Game Theory Prioritization Attack Feasibility
R . - EDDI-Based MISP Threat Sharing Zero-Day Integrated Zero Al an_d Machine
eal-time monitoring S . . 1 i Learning-Based
ecurity Management and Policy Enforcement ~ Vulnerability Prediction Trust Approach .
Threat Analysis
Mitieation strat Automated Response CACAO Security Collaborative Risk Resource Allocation for Dynamic Risk
gation strategy via Security EDDIs Playbooks Assessment Critical Security Tasks Classification

Application domain

Power Stations,
Healthcare Robots

Large-Scale Networks

Maritime and Logistics

Smart Manufacturing Autonomous Mobile
Systems Robots (AMRs)

SESAME introduces a novel, automated security assessment framework tailored for
MRS, integrating real-time monitoring, automated vulnerability detection, and dynamic
risk mitigation. Unlike other methodologies, SESAME uniquely leverages EDDIs to provide
continuous security monitoring and automated responses based on detected threats. Its
Template Attack Trees enhance threat modeling, offering structured, scenario-based risk
assessments that surpass static vulnerability detection approaches like those in MITIGATE
and RFBR. Unlike FISHY, which focuses on network-based security automation, SESAME
integrates cyber—physical security considerations, making it ideal for autonomous robotic
systems in critical infrastructures. Additionally, it outperforms the Eisenhower Matrix by
automating risk prioritization, eliminating reliance on manual security task categoriza-
tion. By combining automated security analysis, real-time threat detection, and adaptive
response mechanisms, SESAME offers a comprehensive, scalable, and proactive security
solution that is better suited for the evolving cybersecurity challenges in robotic and CPS.

3. The SESAME Security Methodology

This section describes the developed security assessment methodology for robotic
systems that has been defined under the SESAME project.

3.1. Overview

The threat modeling process plays a crucial role in defining the security design and
selecting appropriate security technologies for a system, considering its specific security
requirements. The security assessment conducted within the context of SESAME is heavily
influenced by the threat modeling process and adopts its fundamental principles. The
SESAME security assessment follows a well-structured set of steps that often overlap with
the systematic process of threat modeling, which has clearly defined steps based on the
chosen model. The methodology diagram in Figure 1 illustrates these steps, including their
inputs, outputs, external resources, and processes.

While the high-level steps outlined in the following sections provide a general ap-
proach, the key to effectively applying the proposed methodology to individual MRSs
with unique requirements lies in providing a detailed description of the specific system
under consideration. Factors such as the importance of assets and the delineation of trust
boundaries containing these assets help to capture the distinct security requirements of
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System description & Scan targets

each system. Additionally, the identification of vulnerabilities and their combinations
contributes to each system being a unique use case, resulting in varying outputs from
the SESAME security methodology, such as potential attack scenarios and corresponding
mitigations.

Knowledge
Base

Identification of Generation Generation

Vulnerabilities of Attack of )
Trees Security
EDDI

Identification of =
Potential Attacks m CAPECs

mitigations

Figure 1. SESAME security methodology.

The SESAME security methodology is a comprehensive framework designed to ad-
dress the unique security challenges faced by multi-robot systems (MRS). It emphasizes a
structured approach to security assessment, leveraging state-of-the-art tools, techniques,
and repositories to systematically identify and mitigate potential threats. The methodology
integrates elements of threat modeling, vulnerability assessment, and attack simulation to
provide robust security solutions tailored to specific system requirements.

3.2. Stage 1—System Description

The initial phase involves gathering detailed information about the target system.
This includes understanding the system’s purpose, components, architecture, and scope.
Key questions are addressed to identify critical functions, potential vulnerabilities, and
compliance requirements. The collected data are organized into categories such as Purpose,
Components, Architecture, and Scope to facilitate a thorough understanding of the system’s
security landscape.

3.3. Stage 2—Identification of Vulnerabilities

This process utilizes publicly available repositories like CVE and RVD to identify
known vulnerabilities in system components. Automated tools such as vulnerability
scanners (e.g., OpenVAS, OPENSCAP) are employed to discover exposed services and
known vulnerabilities. The output is a list of vulnerability identifiers relevant to the target
system, which is continuously updated to include the latest information.

3.4. Stage 3—Identification of Potential Attacks

The vulnerabilities identified are mapped to potential attacks using additional re-
sources like the CWE and CAPEC catalogs. This mapping process helps trace specific attack
patterns (CAPEC-IDs) from identified vulnerabilities (CVE-IDs), providing a clear path
from vulnerabilities to potential exploitation scenarios [28].
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3.5. Stage 4—TIdentification of Mitigations

For each identified attack pattern, mitigation actions are determined. These actions
are derived from the CAPEC repository, which includes specific protection mechanisms for
documented attacks. This process ensures that appropriate countermeasures are identified
for each potential attack scenario, enhancing the system’s overall security posture.

3.6. Stage 5—Construct Template Attack Trees

Template Attack Trees are predefined attack patterns that describe common methods
used by attackers. These templates are tailored to each system’s unique characteristics,
providing relevant attack scenarios based on identified vulnerabilities. The attack trees
help visualize the steps an attacker might take to compromise the system, and are used to
model potential attack scenarios and develop corresponding mitigation strategies.

3.7. Stage 6—Generation of Attack Trees

Attack trees are generated by leveraging relationships between different attack pat-
terns in the CAPEC repository (e.g., as shown in Figure 2). These relationships, such
as “CanFollow” and “CanPrecede”, help construct sequential attack scenarios. Template
Attack Trees are also utilized to merge different graphs, providing a comprehensive view
of potential attack paths and their respective mitigations.

follows

J;ollows

|
|
|

follows

Figure 2. Example graph that can be produced utilizing the CanFollow relationship of CAPEC.

3.8. Stage 7—Generation of Security EDDIs

The final step involves creating Executable Digital Dependability Identities (EDDIs).
EDDIs extend the concept of Digital Dependability Identities (DDIs) by incorporating
real-time monitoring and management capabilities. They facilitate online monitoring,
runtime diagnostics, dynamic risk prediction, and recovery planning [29]. EDDIs also
enable communication with other EDDISs to ensure coordinated dependability management
across the MRS.
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3.9. Safety and Security Integration

The SESAME methodology recognizes the interplay between safety and security. It
ensures that security measures protect against unauthorized access and malicious manipu-
lation, while safety mechanisms safeguard human well-being and prevent potential harm.
EDDIs integrate security and safety information to provide a holistic view of the system’s
dependability, making recommendations to mitigate risks based on identified threats.

The SESAME security methodology provides a structured and systematic approach
to securing multi-robot systems. Integrating threat modeling, vulnerability assessment,
attack simulation and real-time monitoring ensures robust protection against a wide range
of security threats. The methodology’s comprehensive framework helps achieve the overall
dependability goals of robotic systems, enhancing their resilience against both cyber and
physical attacks.

4. Implementation

The SESAME security methodology is designed to systematically address the se-
curity challenges faced by MRS. This methodology integrates various tools and tech-
niques to gather security information, identify vulnerabilities, and assess potential at-
tacks. The ultimate goal is to create EDDIs that incorporate both security and safety
information for runtime usage. This detailed implementation summary outlines the steps
and tools used in this process, providing a comprehensive view of the SESAME security
assessment framework.

4.1. System Description

The first step in the SESAME security methodology is to gather detailed information
about the target system. This involves using two primary methods—a user interface and
OpenVAS v22, an automated scanner.

4.1.1. User Interface (UI)

The Ul is a web-based application developed in Java with Bootstrap, a popular HTML,
CSS, and JavaScript framework for creating responsive, mobile-first websites. The Ul
consists of forms and questionnaires designed to capture specific details about the system
architecture, components, assets, entry points, and trust boundaries (Figure 3). By guiding
system administrators through a step-by-step process, the Ul ensures that all necessary
information is gathered consistently and in a standardized format. This structured approach
helps streamline the subsequent steps in the security assessment methodology, enhancing
the efficiency and effectiveness of the process.

Defining the communication protocols that are used among the system components
allows the SESAME security assessment to reveal vulnerabilities that are not present in
any individual component. This is especially relevant in the context of multi-robot systems
where communication plays a vital role. The communication among the robots allows them
to create swarms and work together, and at the same time, it introduces new vulnerabilities
and new attack surfaces. Questions that contribute towards an understanding of system
architecture include the following:

What is the overall design of the system?

How are the system components connected?

Which are the system access points?

What is the path that data follow? What is the input and the output of the system?
Are there any third-party integrations into the system?

AR

Is the system monitored?
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System description - Wizard X

System Purpose

Step-1

What is the primary function of the system? Does it perform a single task or multiple tasks?

Response

Is the system critical to the organization's operations?

Response

Does the system serve a specific business goal?

Response

What would be the impact of system unavailability?

Response

Are there any compliance requirements associated with the system?

Response

Who are the users of the system and what roles do they have?

Response

Are there any known system vulnerabilities?

Response

Which parts of the system are considered the most critical?

Response

Previous Next

Figure 3. Questionnaire wizard.

Defining the desired scope of the security assessment determines the extent of the
analysis. The SESAME security assessment can be conducted on various levels, ranging
from the entire target system to specific subsystems or individual components, depending
on specific security requirements. Factors that may influence the security assessment
include the system’s complexity, the level of potential risk, the available resources, and the
specific requirements or regulations governing the system. Questions that fit this category
include the following:

1. What are the boundaries of the system to be assessed?
2. What is the acceptable security level for the system to be assessed?
3. Are there any compliance requirements for the system to be assessed?

4.1.2. OpenVAS

Open Vulnerability Assessment Scanner (OpenVAS) [30] is an automated scanner that
identifies active services and their vulnerabilities within a network. OpenVAS meticulously
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scans all ports on the target system, providing comprehensive reports on discovered assets,
such as running software and specific version numbers. It also conducts attacks using a
plethora of known exploits, reporting on the vulnerable services with high-level descrip-
tions, CVE scores, and severity levels. OpenVAS supports various scanning configurations,
including fast, deep, and custom scans, enhancing its coverage and effectiveness.

The installation of OpenVAS is straightforward, involving commands to clone the code
from GitHub v2 and create a Docker container to run the scanner. Once installed, Open-
VAS operates several components, including the scanner, manager, and a web interface,
providing a robust platform for vulnerability assessment.

4.2. Identification of Vulnerabilities

The SESAME methodology utilizes two main repositories to identify known vulner-
abilities in system components—CVE and RVD. Parsers for these repositories search for
vulnerabilities based on the identified components’ names and versions.

4.2.1. CVE-Search for Vulnerabilities Identification

CVE-search is an open-source tool that imports CVE and CPE data into a local Mon-
goDB instance, facilitating fast and secure searches. It allows users to search for specific vul-
nerabilities, explore detailed information about them, and track their status and associated
resources. CVE-search offers various query options, such as searching for vulnerabilities by
product name, specific CVE IDs, or text searches in vulnerability summaries. This tool is
widely used by organizations, including CERTs and CSIRTs.

CVE-search is used by many organizations including the public CVE services of
Computer Incident Response Center Luxembourg (CIRCL). The source code is available on
GitHub. A whole community maintains, it including CIRCL.

There are different ways to form a request asking for vulnerabilities, as follows:

e  Request returning vulnerabilities directly assigned to a specific product (./bin/search.py
-p microsoft:windows_7 -a -0 json);

e  Request returning vulnerabilities based on text search in the vulnerability summary
(./bin/search.py -f “robotic simulator” -a -o json);

e  Request for a specific CVE ID (./bin/search.py -c CVE-2010-3333);

e  Request the last two CVE entries in atom format (./bin/dump_last.py -f atom -1 2).

4.2.2. RVD Custom Parser

The RVD custom parser extends the capabilities of the RVD project by providing
functionalities tailored to SESAME'’s needs. The RVD parser can search for vulnerabilities
based on product descriptions or CPE identifiers and query related CWEs for specific
CVEs. This parser ensures that the unique complexities and characteristics of robots are
adequately addressed, enhancing the overall security assessment.

A REST API is created for the RVD parser to update the local version of the RVD
database. This API allows for regular updates to include newly added vulnerabilities,
ensuring the vulnerability database remains current.

To achieve the desired functionality described in the previous paragraph, a custom
RVD parser has been created. The RVD installation offers the “rvd list --dump --label
vulnerability” command that returns all the RVD database entries, which are labeled as
vulnerabilities. An example of such an entry is depicted in Listing 1 below. The information
provided for each robot vulnerability includes related CVEs and CWEs, affected systems,
severity scores (RVSS, CVSS), exploitation and mitigation descriptions.
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Listing 1. Example robot vulnerability from the RVD database.

id: 3337
title: Service DoS through arbitrary pointer dereferencing on KUKA
simulator
type: vulnerability
description: "Visual Components (owned by KUKA) is a robotic
simulator that allows simulating factories and robots in order
toimprove planning and decision-making processes. .. Accordingly, a
DoS in the simulation might have higher repercusions, dependingon the
Industrial Control System (ICS) ICS infrastructure."
cwe: CWE-248
cve: CVE-2020-10292
keywords:
- KUKA, RMS sentinel LM, Visual Components, DoS
system: Visual Components Network License Server 2.0.8
vendor: KUKA Roboter GmbH, Visual Components
severity:
rvss-score: 6.1
rvss-vector: RVSS:1.0/AV:IN/AC:L/PR:N/UI:N/S:U/Y:Z/C:N/I:L/A:H/H:N
severity-description: High
cvss-score: 8.2
cvss-vector: CVSS:3.0/AV:N/AC:L/PR:N/UI:N/S:U/C:N/I:L/A:H
links:
- https://cwe.mitre.org/data/definitions/248.html
- https://www.visualcomponents.com/products/downloads/
- https://www.visualcomponents.com/products/visual-components/
flaw:
phase: runtime-operation
specificity: subject-specific
architectural-location: application-specific
application: Visual Components, RMS sentinel LM
subsystem: simulation
package: null
languages: null
date-detected: null
detected-by: Sharon Brizinov (Claroty)
detected-by-method: testing-dynamic
date-reported: 2020-10-27
reported-by: Sharon Brizinov (Claroty)
reported-by-relationship: security researcher
issue: https://gitlab.com/aliasrobotics/offensive/rvd/flaws/-
/issues/712
reproducibility: always
trace: null
reproduction: null
reproduction-image: null
exploitation:
description:

To exploit this vulnerability the attacker needs to have network
access to the license server (either because it's exposed or because
the internal network has been compromised. Cause is related to the
number of requested strings to merge, which is not correlated to the
number of strings provided, and so arbitrary pointers from the stack
are popped out and dereferenced. This results with an uncaught Access
Violation exception which terminates the program. PoC available
constructs a response reply to featureInfoToFile with is a mismatch
between the number of strings to merge and the requested amount
leading to an Access Violation exception and terminating the program.
See alurity's robotsploit/exploits/kuka/rms exploits.

exploitation-image: Not available
exploitation-vector: null
exploitation-recipe:

networks:

- network:

- driver: bridge
- name: kuka-simulation
- subnet: 14.0.0.0/24
vms :
- vm:
- name: vml
- path: $(pwd)/vms/visualcomponents 2.0.8
- network: kuka-simulation
- ip: 14.0.0.4
containers:
- container:
- name: attacker
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- modules:
- base:
registry.gitlab.com/aliasrobotics/offensive/alurity/alurity:latest
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/expl robosploit/e
xpl robosploit:latest
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/deve atom:latest
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/reco nmap:latest
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/expl icssploit:la
test
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/expl metasploit:1l
atest
- volume:
registry.gitlab.com/aliasrobotics/offensive/alurity/fore wireshark:la
test
- network: kuka-simulation
mitigation:
description: |
Do not launch Visual Components while connected to local or wide
area networks. Contain the simulation through
virtualization.
pull-request: null
date-mitigation: null

The whole set of available robot vulnerabilities is used as the input for our custom
parser. A set of Java classes has been created for storing and managing the information
provided for the incoming robot vulnerabilities (Figure 4). The main class is called “Rvd-
Vulnerability”, while four more subclasses are needed, called “Severity”, “Exploitation”,
“Flaw”, and “Mitigation”.

4.3. Identification of Potential Attacks

The vulnerabilities identified in the previous step serve as input for determining
potential attacks using the CVE-search and a CAPEC custom identifier.

4.3.1. CVE-Search for Attack Identification

CVE-search also helps identify related attacks for given vulnerabilities by providing
lists of CAPEC IDs in its output. This tool can be queried for known attacks related to a
specific CVE-ID or product, offering a comprehensive view of potential threats.

4.3.2. CAPEC Custom Identifier

The CAPEC custom identifier uses a local instance of the CAPEC catalogue to identify
known attacks based on provided CWEs. A REST API allows for querying the local CAPEC
database instance, returning relevant attack patterns. This tool ensures that the identified
attacks are closely aligned with the specific weaknesses of the target system, providing
targeted mitigation strategies. The structure of the CAPEC class can be seen in Figure 5.

4.4. Generation of Attack Trees

Attack trees are generated in two steps—creating small trees based on CAPEC rela-
tionships and utilizing Template Attack Trees.

4.4.1. Small Attack Trees

Small attack trees are based on “CanFollow” and “CanPrecede” relationships between
CAPEC attack patterns [28,29]. A Java class stores the information, and recursive methods
parse the trees to identify potential attack scenarios. These relationships help construct
sequential attack scenarios, providing a detailed view of how an attacker might exploit
identified vulnerabilities.
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4.4.2. Template Attack Trees

Template Attack Trees are predefined attack patterns that incorporate both cyber and
physical vulnerabilities. After identifying potential attacks, the list of attacks is compared
with template tree leaves to identify relevant attack scenarios. These trees visualize attack
paths, showing the steps an attacker might take to compromise the system. They help secu-
rity experts develop effective mitigation strategies by revealing common attack methods
and techniques.

The implementation of these trees allows for recursive parsing, with methods that
check each node and its children against the identified potential attacks. This process
ensures that the generated attack trees are comprehensive and relevant to the target sys-
tem. Figure 6 illustrates a Template Attack Tree for a robotic system with cyber and
physical vulnerabilities.
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Figure 4. RVD Java classes of the custom RVD parser.
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Figure 6. Template Attack Tree with cyber and physical vulnerabilities.

4.5. Generation of Security EDDIs

The identified potential attack trees are translated into security EDDIs, which consist
of Python v3.13 scripts corresponding to each attack tree. These scripts interact with an
MQTT broker and an Intrusion Detection System (IDS) to monitor and respond to threats.

4.5.1. Intrusion Detection System (IDS)

An IDS is a monitoring system designed to detect suspicious activities in the com-
munication between a system and its external entities. SESAME uses Snort v22 [31], a
signature-based IDS, to monitor incoming network traffic for malicious packets. Snort
generates alerts for detected suspicious activities, which are then published to MQTT topics.
The Python scripts listen to these alerts and parse the attack trees to identify ongoing
attacks and their potential impacts.

Snort employs a rule-based approach to define malicious network activity. It trig-
gers alerts when a rule is matched, logging the events and allowing for detailed analy-
sis. Snort’s flexibility and wide adoption make it an ideal choice for SESAME’s security
monitoring needs.

4.5.2. Python Scripts

The Python scripts hold the logic for identifying the ultimate goal of an attacker based
on the information from the attack trees and the alerts generated by the IDS. Each script
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listens to the MQTT topic for IDS alerts and parses the attack tree based on the parent/child
relationships of the attacks. If the script detects a match with the identified potential attacks,
it continues parsing up the tree to determine if the attacker’s ultimate goal can be achieved.

The distributed nature of the EDDI solution allows for the easy integration of addi-
tional sensors or monitoring tools. For example, sensors that detect physical attacks can
be incorporated by publishing alerts to an MQTT topic, which the corresponding Python
scripts can then monitor.

4.6. Overall Offerings

The SESAME security methodology implementation integrates various tools and
techniques to provide a comprehensive security assessment for multi-robot systems. By
leveraging automated scanners, vulnerability repositories, and attack trees, SESAME en-
sures robust protection against potential threats. The creation of security EDDISs facilitates
real-time monitoring and management, enhancing the overall dependability of robotic
systems. This structured and systematic approach ensures that both cyber and physical
vulnerabilities are addressed, providing a holistic security solution for MRS.

5. Demonstration

The proposed methodology has been applied in two piloting use cases that are pre-
sented in the following subsections.

5.1. Power Station Inspection Using Autonomous MRS

The piloting scenario involves the inspection of a power station, in Cyprus, responsible
for the country’s electricity generation. This piloting scenario was chosen due to the
presence of high-risk locations, including fuel tanks, turbines, boilers, and water pumps,
which require regular inspection and monitoring to ensure safety and security. The scenario
involves two operation modes—normal and emergency.

In normal mode, the power station undergoes routine inspections using unmanned
aerial vehicles (UAVs) to detect anomalies and ensure smooth operations [32]. In emergency
mode, such as after an earthquake, multiple UAVs are deployed to assess damage, locate
injured individuals, and gather critical information while maintaining a safe distance from
the disaster site. The emergency response involves establishing a coordination center and
deploying UAVs to provide real-time situational awareness and support.

The SESAME project integrates multiple tools to enhance the security and reliability
of UAV operations in both normal and emergency scenarios [27]. Figure 7 shows a view of
the system using three UAVs.

5.2. Hospital Multi-Robot Intralogistics

PAL Robotics aims to enhance quality of life through service robotics and automation
technologies [33]. The company designs and manufactures solutions for various industries,
including healthcare, where autonomous mobile robots (AMRs) are used to support in-
tralogistics tasks. This use case targets the deployment of an AMR team within a hospital
environment, emphasizing safe and secure collaboration with humans. The goal is to
showcase the effective integration of SESAME project developments in both simulated and
real-world settings.

The scenario involves a fleet of TIAGo robots (PAL Robotics, Barcelona, Spain) oper-
ating within a hospital, performing healthcare-related tasks alongside humans. The fleet
includes a TIAGo single-arm robot and TIAGo Base robots, managed by a fleet manage-
ment application on an external PC. Figure 8 presents the available robot configurations.
The robots share a common map and handle safety features individually. The deployment
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involves testing safety and security features, including the ability to respond to human

presence and potential cyber threats.

The development process includes a simulation phase using ROS Noetic LTS and
Gazebo 11 in a Docker environment, followed by real-world testing in PAL Robotics’
kitchen area. The simulation helps assess and integrate SESAME’s capabilities, which are
then validated in the real scenario to ensure consistency and effectiveness.
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Figure 7. Area mapping with two UAVs (leader UAV and another UAV).
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Figure 8. (A) TIAGo Family and (B) TIAGo BASE Family.

5.3. Evaluation

For security reasons, the specific vulnerabilities identified in the project’s use cases
cannot be disclosed. However, since all use cases involve the ROS, we focus on discussing
publicly known ROS vulnerabilities, which are relevant across all scenarios. The SESAME
security assessment methodology was applied to both use cases described above, as fol-
lows: (i) the inspection of a power station using UAVs under both normal and emergency
conditions, and (ii) the secure operation of a fleet of AMRs with task exchangeability. Given
this common technological foundation, a security assessment was conducted following
SESAME’s methodology, including vulnerability identification, attack mapping, and attack
tree construction.

5.3.1. Identification of ROS Vulnerabilities

To systematically identify vulnerabilities in ROS, we utilized CVE-search, an open-
source tool for querying publicly known vulnerabilities, and a custom RVD parser to
extract additional security data. The analysis yielded 11 unique vulnerabilities affecting
ROS, each categorized by its associated CVE identifier. The identified vulnerabilities are
related to common weaknesses in various categories, including communication security
issues, cryptographic flaws, memory safety vulnerabilities, and improper input validation.
Notable examples include the following:

o  (CVE-2016-10681, which appears under two CWEs—CWE-300 (Channel Accessible by
Non-Endpoint) and CWE-310 (Cryptographic Issues), indicating weaknesses in secure
communication and cryptographic mechanisms;

e  (CVE-2019-13445 and CVE-2020-16124, both classified as CWE-190 (Integer Overflow
or Wraparound), highlighting risks of improper arithmetic handling that could lead to
memory corruption or privilege escalation;

e  (CVE-2019-13566, linked to CWE-120 (Buffer Copy without Checking Size of Input),
representing a classic buffer overflow scenario;

o  (CVE-2019-19625 and CVE-2019-19627, both mapped to CWE-200 (Exposure of Sensitive In-
formation to an Unauthorized Actor); exposing weaknesses in access control mechanisms.
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e  (CVE-2020-10271, which falls under CWE-668 (Exposure of Resources to the Wrong
Sphere), indicates potential unauthorized access to critical system components;

e  CVE-2020-10272, classified as CWE-306 (Missing Authentication for Critical Function),
highlighting a lack of necessary authentication mechanisms;

e  CVE-2020-10289, mapped to CWE-20 (Improper Input Validation), which could lead
to unexpected behavior due to unvalidated user inputs.

These vulnerabilities expose ROS-based systems to a range of attacks, necessitating an
in-depth threat analysis.

5.3.2. Mapping Vulnerabilities to Attack Patterns

Following the identification of vulnerabilities, we mapped them into CAPEC attack
patterns. This process enables the systematic analysis of how adversaries might exploit
these weaknesses. The attack patterns associated with the identified CWEs reveal various
security threats, including the following;:

e  Man-in-the-middle (MitM) attacks, linked to CWE-300, enable adversaries to intercept
and manipulate communication channels. Related attack patterns include CAPEC-94
(Adversary in the Middle), CAPEC-466 (Bypassing Same-Origin Policy), and CAPEC-
615 (Evil Twin Wi-Fi Attack), demonstrating potential risks in network communication;

e Integer overflow exploitation, associated with CWE-190, aligns with CAPEC-92
(Forced Integer Overflow), which adversaries could leverage to gain unauthorized
control over memory regions;

e  Buffer overflow vulnerabilities, mapped to CWE-120, correspond to CAPEC-10 (Buffer
Overflow via Environment Variables), CAPEC-100 (Overflow Buffers), CAPEC-45
(Buffer Overflow via Symbolic Links), and CAPEC-67 (String Format Overflow in
syslog), among others. These patterns emphasize how unsafe memory operations can
be weaponized;

e  Sensitive information exposure, associated with CWE-200, is linked to CAPEC-116
(Excavation), CAPEC-169 (Footprinting), CAPEC-224 (Fingerprinting), and CAPEC-
497 (File Discovery), highlighting threats to confidentiality;

e  Resource exposure vulnerabilities, mapped to CWE-668, indicate risks related to
unauthorized access, but no specific CAPEC attack patterns were retrieved for
this weakness;

e  Authentication weaknesses, categorized under CWE-306, relate to attacks such as
CAPEC-12 (Choosing Message Identifier), CAPEC-36 (Using Unpublished Interfaces),
and CAPEC-62 (Cross-Site Request Forgery, CSRF), which can be exploited to bypass
security controls;

e Improper input validation, associated with CWE-20, was found to correspond to
a wide range of attack techniques, including CAPEC-88 (OS Command Injection),
CAPEC-101 (Server-Side Include Injection), CAPEC-136 (LDAP Injection), and CAPEC-
230 (XML Nested Payloads), among others.

The diversity of identified attack patterns highlights the complexity of potential cyber
threats against ROS-based systems. Moreover, some attacks can serve as precursors to
more sophisticated exploitation strategies, necessitating further analysis through attack
tree modeling.

5.3.3. Attack Tree Construction

To better understand multi-stage attacks, we constructed attack trees using CanFollow
and CanPrecede relationships between attack patterns. These relationships illustrate how
certain attacks can enable subsequent exploitation steps. Four distinct attack trees were
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queue command

A

formed, representing sequentially linked attack chains where the execution of one attack
facilitates another.

What follows is the manual step of the construction of the Template Attack Trees. An
example of such a tree can be seen in Figure 9. During this process, security experts create
attack trees, which include a subset of the identified potential attacks. This can be done
utilizing knowledge published in security-related literature or made available from real-life
attack incidents of the past.

Attacker compromizes a
drone in the target network

Figure 9. Example Template Attack Tree.

Figure 9 illustrates a Template Attack Tree, where the adversary’s goal is to publish
malicious messages to communication topics. The tree includes three known CAPEC attack
patterns on its leaves.

The first attack, CAPEC-94 (Adversary in the Middle, AiTM), involves intercepting and
modifying communication between system components. If combined with a compromised
robot, which the attacker uses to publish messages, it enables message injection via a
message queue command-line interface.

The second attack, CAPEC-8 (Buffer Overflow in an API Call), exploits vulnerable
libraries used by software, rendering them susceptible to buffer overflows. The third,
CAPEC-63 (Cross-Site Scripting, XSS), allows adversaries to embed malicious scripts,
executing them with the victim’s privileges. Either attack can lead to a compromised
robot APL

Both security states—using a message queue CLI or compromising the robot API—
allow the attacker to publish tampered messages, altering robot trajectories. Since message
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queues facilitate trajectory commands in SESAME use cases, such manipulation could
cause collisions, operational disruptions, or safety risks.

Finally, CAPEC-85 (AJAX Footprinting) acts as a precursor to CAPEC-63 (Cross-Site
Scripting, XSS). This refinement underscores the cascading nature of security threats, where
an initial reconnaissance attack (e.g., AJAX Footprinting) provides the necessary conditions
for executing subsequent exploits (e.g., XSS).

5.3.4. Security EDDI Construction

To translate these attack trees into actionable security analysis, we developed a Python-
based security EDDI script. The script monitors network events and intrusion alerts by
subscribing to an Intrusion Detection System (IDS) alert topic (“snort”). It evaluates attack
feasibility based on predefined conditions, including compromised system states and active
attack indicators.

The script dynamically checks fault tree conditions and determines whether an attack
scenario is unfolding. For instance, if CAPEC-94 (Adversary in the Middle) is active and
a drone has been compromised, the system identifies a potential Message Queue CLI
Interface Exploitation. Similarly, if either CAPEC-8 (Buffer Overflow in an API Call) or
CAPEC-63 (Cross-Site Scripting) is detected, it triggers an alert indicating a compromised
robot API, which could subsequently lead to the publication of tampered messages affecting
robot trajectories.

This methodology bridges theoretical attack modeling with practical threat detection,
enabling automated security assessment. While this example used only 11 vulnerabilities,
the methodology scales effectively, uncovering a significantly larger attack surface in
complex ROS-based environments.

5.3.5. Runtime Intrusion Detection

The security assessment involves deploying an IDS integrated with the security EDDI.
Snort, an open-source IDS, is used to monitor network traffic for malicious activities. The
system setup includes Snort, Barnyard (for data handling), MariaDB (for structured data
storage), and a custom Python script (SnortPublisher) to facilitate communication between
the IDS and the MQTT broker.

Snort examines network traffic based on predefined rules to detect suspicious patterns.
Barnyard processes Snort’s binary logs, translating them into a structured format for
storage in MariaDB. SnortPublisher v1.0 then extracts relevant data from the database
and publishes them to an MQTT topic in JSON format. This setup enables the real-time
monitoring and detection of security events, with the security EDDI analyzing alerts to
identify and mitigate potential threats.

Two types of cyber-attacks were simulated to test the system’s resilience—spoofing
ROS messages and denial-of-service (DoS) attacks.

In the Power Station Inspection use case, we used a spoofing attack by pinging a single
drone while it was on a mission. Without integrating the security EDDI tool, after the
attack, the trajectory of the affected UAV was shifted from the desired position. Figure 7
shows how the security attack can affect the mapping procedure by showing the deviation
of the trajectory of the drone under attack (red color). The blue color indicates the correct
trajectory of the drone with no attack.

On the other hand, when SESAME technologies were used, the attack was detected
immediately by the security EDDI, and then ConSerts triggered Collaborative Localization
for safe landing.
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The use of the security EDDI improved the detection of specific security attacks
such as the spoofing attack. Thus, the use of this tool provides 100% detection of such
security attacks.

In the Hospital Multi-Robot Intralogistics use case, the spoofing attack was conducted
using a laptop, which sent a ROS message to the ‘pause_navigation’ topic, causing the
robot to stop its movement. The attack script repeatedly sent messages to disrupt the
robot’s navigation, demonstrating the system’s vulnerability to unauthorized commands.
Regarding the DoS Attack, a series of ROS messages with zero values was sent to the
‘nav_vel’ topic, causing the robot to temporarily stop each time a message was received.
This prolonged the robot’s journey to its destination, illustrating the impact of continuous
message flooding on system performance.

One of the most notable improvements that security EDDI introduced was the reduc-
tion in attack detection time, particularly for denial-of-service (DoS) and spoofing attacks.
By leveraging real-time monitoring and an intrusion detection system, the security EDDI
allowed for a faster identification of security threats, ensuring that malicious activities were
recognized and mitigated before they could disrupt operations. This capability greatly
enhanced the system’s responsiveness, reducing the risk of prolonged service interruptions
caused by cyber threats.

Another improvement was the increase in system availability, allowing robots to
maintain their operational capacity even in the presence of security incidents. The security
EDDI enabled proactive threat response mechanisms that helped ensure the continuity
of service, even when attacks were detected. This enhancement meant that the robotic
fleet could operate with minimal downtime, reducing the likelihood of disruptions in the
logistics workflow.

Additionally, the security EDDI contributed to the faster identification of potential
issues in robotic missions, particularly those related to navigation and safety. By continu-
ously analyzing system behavior and detecting anomalies early, it allowed for the early
intervention and correction of problems before they could escalate into failures. This not
only improved the efficiency of robotic operations, but also enhanced the overall security
posture of the system.

The integration of SESAME's security assessment methodology significantly enhances
the security and reliability of MRS operations. The key benefits include the following:

e Improved vulnerability management—The IDS setup and OpenVAS provide a sys-
tematic approach to identifying and mitigating security vulnerabilities, reducing the
risk of exploitation by adversaries;

e  Enhanced real-time security monitoring—The security EDDI ensures continuous moni-
toring and dynamic threat assessment, enabling proactive responses to security incidents;

e Increased system availability and reliability—The combined use of these tools helps
maintain a high availability and reliability of MRS operations, crucial for both routine
conditions and emergency responses;

o Comprehensive threat mitigation—By addressing both cyber and physical security
threats, the SESAME framework ensures a holistic approach to safeguarding the power
station and its critical infrastructure.

Overall, the application of the SESAME security assessment methodology in piloting
environments with drones and healthcare robots demonstrates a robust and effective
approach to managing security risks in complex and dynamic operational settings.
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6. Scalability and Implementation Challenges Across Robotic Platforms
6.1. The Challenges

The SESAME security methodology is designed to be adaptable across a wide range
of robotic platforms, from autonomous drones and industrial robotic arms to collaborative
robots operating in dynamic environments. However, achieving scalability presents sev-
eral challenges, particularly in accommodating the diverse architectures and operational
constraints of different robotic systems [34].

One of the primary challenges lies in adapting the methodology to heterogeneous
robotic architectures. Each platform has distinct hardware configurations, software frame-
works, and communication protocols that influence its security vulnerabilities. To address
this diversity, SESAME employs a modular security assessment approach that tailors threat
models to the unique characteristics of each robotic system. The use of Template Attack
Trees allows security analysts to generalize attack scenarios, making them applicable across
different platforms with minimal modifications. Additionally, the introduction of Exe-
cutable Digital Dependability Identities (EDDIs) ensures continuous security monitoring,
adapting dynamically to the specific vulnerabilities of each robot.

Beyond architectural diversity, another critical challenge is the computational overhead
associated with security assessments, particularly in real-time robotic applications where
performance and responsiveness are paramount. Security evaluation processes, such as
vulnerability scanning and attack detection, require computational resources that may
strain embedded robotic systems with limited processing power. Real-time decision-
making is crucial in robotics, where even minor delays in processing security checks could
lead to operational inefficiencies or safety risks. To mitigate this, SESAME integrates
lightweight intrusion detection mechanisms, such as Snort IDS, which can be deployed on
edge devices with minimal latency. Instead of performing exhaustive system-wide scans,
the methodology prioritizes selective security scanning, focusing on high-risk components
to reduce processing overhead while maintaining a robust security posture. Moreover, the
distributed nature of SESAME’s security monitoring allows certain security computations to
be offloaded to external monitoring units or cloud-based security services when necessary,
preventing undue strain on the robot’s onboard computing resources.

6.2. Future Extensions

As robotic systems continue to evolve and expand into diverse operational domains,
future extensions of the SESAME security framework must focus on enhanced automation,
Al-driven risk assessment, and cross-domain applicability. While the current method-
ology provides a strong foundation for security assessment in MRS, incorporating Al
and ML can significantly improve risk modeling, anomaly detection, and adaptive threat
response mechanisms.

One of the key areas for future development is the integration of Al and ML algorithms
to further automate risk modeling and assessment processes. Currently, SESAME relies
on structured security repositories (i.e., CVE, CWE, and CAPEC) to map vulnerabilities to
potential attack paths. However, this process can be enhanced through Al-driven analysis,
where models trained on historical cyber incidents, attack patterns, and real-time security
data can achieve the following;:

e  Predict emerging threats based on observed vulnerabilities and evolving attack techniques;

e Automatically generate and update Template Attack Trees based on live threat
intelligence feeds;

e  Enhance anomaly detection by training ML models to recognize deviations in robotic
behavior that may indicate security breaches;
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e  Optimize security EDDIs by enabling self-learning response mechanisms, ensuring
that robotic systems adapt dynamically to new threats without human intervention.

By leveraging deep learning models and reinforcement learning, SESAME can evolve
from a reactive security framework into a proactive and adaptive risk assessment solution.

While SESAME has been successfully deployed in critical infrastructure environments
such as power stations and healthcare robotics, its methodology can be extended to other
high-risk domains where cybersecurity is essential. One particularly promising area for
SESAME’s application is precision agriculture, where autonomous drones are increasingly
used for monitoring crops, soil conditions, and livestock. These drones rely heavily on
GPS navigation, wireless communication, and sensor data, making them vulnerable to GPS
spoofing, unauthorized access, and data interception. SESAME can be adapted to enhance
UAV security by integrating real-time intrusion monitoring, GPS integrity verification,
and encrypted communication protocols. Furthermore, machine learning-based threat
detection could analyze drone flight patterns and sensor anomalies to identify potential
cyber intrusions or manipulations, triggering automatic security responses to protect
agricultural assets.

Another significant domain for SESAME’s expansion is autonomous transportation
and logistics, where self-driving vehicles and robotic fleets are revolutionizing supply
chain management. These systems, however, are exposed to cyber threats such as remote
hacking, sensor spoofing, and communication disruptions, which could compromise route
optimization, cargo security, and operational efficiency. SESAME’s methodology can be
applied to secure vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communica-
tions, ensuring encrypted data exchange and intrusion-resistant navigation systems. By
extending security EDDIs to this domain, SESAME can detect unauthorized network access,
MITM attacks, and cyber-induced anomalies in vehicle behavior, triggering automated
countermeasures to mitigate risks in real time.

Beyond industrial applications, SESAME’s framework can also contribute to the
security of smart cities and public safety robotics. With the increasing deployment of
surveillance drones, autonomous emergency response robots, and interconnected IoT-based
systems, smart cities face complex cybersecurity challenges. Attackers could manipulate
these robotic systems to disrupt public safety operations, compromise surveillance feeds,
or exploit weak authentication mechanisms. By adapting SESAME's attack trees and risk
assessment models, urban robotics can be equipped with secure communication protocols,
anomaly detection mechanisms, and automated security responses. This would ensure the
data integrity, operational reliability, and resilience of interconnected robotic networks in
smart city environments.

By expanding into these emerging domains, SESAME can provide a scalable and
adaptive security framework that strengthens cyber resilience across autonomous and CPS.
Through Al-driven threat modeling, real-time risk assessment, and automated mitigation
strategies, SESAME has the potential to enhance security in agriculture, transportation,
logistics, and public safety, ensuring the reliable and secure deployment of autonomous
systems in diverse operational environments.

7. Conclusions

The SESAME project introduces a robust methodology for the automated security
assessment of MRS. By leveraging repositories like CVE, CWE, and CAPEC along with
tools such as OpenVAS, the methodology effectively identifies vulnerabilities, maps them
to potential attacks, and develops mitigation strategies. Template Attack Trees and EDDIs
enhance real-time monitoring and management. Successful applications in power stations
and healthcare settings demonstrate the methodology’s effectiveness in managing security
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risks. This work highlights the importance of a structured approach to improve the
resilience of robotic systems against cyber—physical threats.

Future efforts should focus on expanding vulnerability repositories to include new
threats, enhancing automation in attack tree generation, and integrating machine learning
for better threat prediction. Extending the methodology to various robotic platforms and
environments will validate its versatility. Collaboration between academia, industry, and
regulatory bodies is essential to develop standardized security frameworks, ensuring the
safe and secure operation of robotic systems in an interconnected world. Also, promising
approaches are trying to make use of Al to further enhance the automation of security
modelling and assessment. The application of SESAME in other application domains, such
as in precision agriculture with the use of drones or in industrial settings, is also of interest.
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